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## RESUMO

Título: Um novo método para o algorítmo de Newton-Euler para dinâmica inversa beaseado em quaternios duais.
Autor: Cristiana Miranda de Farias
Orientador: João Yoshiyuki Ishihara

Neste trabalho, o conhecido algoritmo recursivo de dinâmica inversa de Newton-Euler para manipuladores seriais é explorado e reformulado no contexto da álgebra dos Quatérnios Duais - como o dqRNEA (dual quaternion based Recursive Newton-Euler inverse dynamics). Aqui nós estruturamos a descrição da cinemática para fase direta a partir da álgebra de screws e deslocamentos de linha ao invés da já bem estabelecida parametrização de Denavit-Hartemberg. Dessa maneira, garantimos melhor eficiência e modelos dinâmicos mais simples. Além disso, a iteração inversa do algoritmo usa os valores calculados anteriormente para estimar os torques no espaço da junta.

Também apresentamos uma solução fechada para o dqRNEA, ou seja, reformulamos o problema recursivo como uma equação fechada baseada em matrizes de quatérnios duais. A fim de formalizar tal equação, definimos algumas das propriedades algébricas para vetores de quatérnios duais e matrizes de quatérnios duais. Além disso, com uma formulação fechada do dqRNEA, também é possível formalizar um esquema de controle de dinâmica inversa para o sistema. Ou seja, um método de linearização por feedback para controlar os torques do manipulador serial no espaço das juntas.

Finalmente, este trabalho também aborda a questão da validação do algoritmo, tanto em termos de eficiência quanto em termos de funcionalidade. Com o objetivo de validar eficiência, é feita uma análise de custo computacional das principais operações de Quatérnios Duais e do dqRNEA como um todo. Estes resultados são comparado com outros da literatura. Para melhorar ainda mais o custo, também foi reformulada a operação adjunta, de modo que ela requeira menos operações em sua execução. Para validar as funcionalidades do controlador, foi criado um pacote MATLAB para executar o algoritmo dqRNEA, tanto da formulação recursiva quanto na fechada, e testamos ambos junto a outros métodos na literatura e com o controle de dinâmica inversa.


#### Abstract

Title: A Novel Dual Quaternion based Newton-Euler Inverse Dynamics Algorithm Author: Cristiana Miranda de Farias Supervisor: João Yoshiyuki Ishihara


In this manuscript, the well known recursive Newton- Euler inverse dynamics algorithm for serial manipulators is explored and reformulated into the context of the algebra of Dual Quaternions-as the dqRNEA (dual quaternion based Recursive Newton-Euler inverse dynamics). Here we structure the forward kinematic description with screws and line displacements rather than the well established Denavit-Hartemberg parameters, thus accounting better efficiency, compactness and simpler dynamical models. Furthermore, the backwards iteration uses the previously calculated values for estimating the joint space torques.

We also present a closed solution for the dqRNEA, that is, we reformulate the recursive problem as a closed equation based on dual quaternion-matrices. In order to accomplish such an endeavor, we formalize some of the algebra for dual quaternion-vectors and dual quaternion-matrices. Moreover, with a closed formulation of the dqRNEA we are also capable of creating a dual quaternion based formulation for the computed torque control, a feedback linearization method for controlling a serial manipulator's torques in the joint space.

In addition, this manuscript also covers the matter of validating the algorithm, both in terms of efficiency and in terms of functionality. Aiming to accomplish the former a computational cost analysis of the main Dual Quaternions operations and of the Newton-Euler inverse dynamics algorithm as a whole is made and compared with other results in the literature. To further improve on cost, we also reformulate the adjoint operation to run with fewer operations. To validate the functionality of our controller we create a MATLAB package to run the dqRNEA algorithm in both the recursive and closed formulation, and we test it both against other methods in the literature and with the computed torque control.
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## SYMBOLS LIST

## Basic Symbols

$a, b, c \ldots \quad$ Real Scalars are represented by lower case plain letters
$\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c} \ldots \quad$ Real Vectors are represented by lower case bold letters
$\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c} \ldots \quad$ Quaternions and Pure Quaternions are represented by lower case bold letters
$\underline{a}, \underline{b}, \underline{c} \ldots$ Dual Numbers are represented by lower case underlined letter
$\underline{\boldsymbol{a}}, \underline{\boldsymbol{b}}, \underline{\boldsymbol{c}} \ldots$ Dual Quaternions and Pure Dual Quaternions are represented by lower case bold underlined letters
$\underline{A}, \underline{B}, \underline{C} \ldots$ Dual Quaternion Vectors and Pure Dual Quaternions are represented by upper case bold underlined letters
$\underline{\boldsymbol{A}}, \underline{\boldsymbol{B}}, \underline{\boldsymbol{C}} \ldots$ Dual Quaternion Matrices and Pure Dual Quaternions are represented by upper case bold underlined letters

## Symbols Related to Sets and Groups

| $\mathbb{R}$ | Real Number Set |
| :---: | :--- |
| $\mathbb{R}^{n}$ | Real vector with $n$ entries |
| $\mathbb{R}^{n \times m}$ | Real $n$ by $m$ Matrix |
| $\mathbb{C}$ | Complex number Set |
| $\mathbb{H}^{n}$ | Quaternion Set |
| $\mathbb{H}_{0}$ | Pure Quaternion Set |
| $\mathcal{S}^{3}$ | Unit Quaternion Set |
| Spin $(3)$ | Unit Quaternion Group |
| $\mathbb{D}$ | Dual Numbers Set |
| $\underline{\mathbb{H}}$ | Dual Quaternions Set |
| $\underline{\mathbb{H}_{0}}$ | Pure Dual Quaternion Set |
| $\underline{\boldsymbol{S}}$ | Unit Dual Quaternion Set |
| Spin(3) $\ltimes$ | Unit Dual Quaternion Group |
| $\mathbb{R}^{3}$ |  |
| $\mathbb{H}^{n}$ | Dual Quaternion Vector with $n$ elements |
| $\underline{H}^{n \times m}$ | Dual Quaternion $n$ by $m$ Matrix |
| $\mathbb{H}_{0}^{n}$ | Pure Dual Quaternion Vector with $n$ elements |
| $\mathbb{H}_{0}^{n \times m}$ | Pure Dual Quaternion $n$ by $m$ Matrix |

## Symbols Related to Quaternions, Dual Numbers and Dual Quaternions

| $\hat{\imath}, \hat{\jmath}, \hat{k}$ | Imaginary Units |
| :---: | :---: |
| $\varepsilon$ | Dual Unit |
| $\boldsymbol{a}^{*}$ and $\underline{\boldsymbol{a}}^{*}$ | Conjugate of a quaternion $\boldsymbol{a}$ and a dual quaternions $\underline{\boldsymbol{a}}$, respectively |
| $\boldsymbol{a}^{-1}$ and $\underline{\boldsymbol{a}}^{-1}$ | Inverse of a quaternion $\boldsymbol{a}$ and a dual quaternions $\underline{\boldsymbol{a}}$, respectively |
| $\underline{\boldsymbol{A}}^{T}$ | Transpose of a dual quaternion Vector or Matrix $\underline{\boldsymbol{A}}$ |
| $\underline{A}^{*}$ | Conjugate of a dual quaternion Vector or Matrix $\underline{\boldsymbol{a}}$ |
| $\operatorname{Re}(\boldsymbol{q}) \operatorname{Im}(\boldsymbol{q})$ | Real and Imaginary Parts of the quaternion $\boldsymbol{q}$ |
| $\operatorname{Re}(\underline{q}) \operatorname{Im}(\underline{q})$ | Real and Imaginary Parts of the dual quaternion $\underline{q}$ |
| $\mathcal{P}(\underline{\boldsymbol{q}}), \mathcal{D}(\underline{\boldsymbol{q}})$ | Primary and Dual Parts of the dual quaternion $\underline{q}$ |
| $\operatorname{vec}_{3} \boldsymbol{a}$ and $\operatorname{vec}_{4} \boldsymbol{a}$ | Transformation from a pure quaternion or a quaternion to a vector in $\mathbb{R}^{3}$ or $\mathbb{R}^{4}$,respectively |
| $\operatorname{vec}_{6} \underline{\boldsymbol{a}}$ and $\operatorname{vec}_{8} \underline{\boldsymbol{a}}$ | Transformation from a pure dual quat. or dual quat. to a vector in $\mathbb{R}^{6}$ or $\mathbb{R}^{8}$, respectively |
| vec | Inverse of the vector Map |
| $\\|\boldsymbol{a}\\|$ and $\\|\underline{a}\\|$ | Quaternion and dual quaternion norm |
| $\stackrel{+}{\boldsymbol{h}}(\bullet) \text { and } \overline{\boldsymbol{h}}(\bullet)$ | Quaternion Hamiltonians |
| $\underline{+} \underline{\boldsymbol{h}}^{( } \bullet$ ) and $\underline{\overline{\boldsymbol{h}}}(\bullet)$ | Dual Quaternion Hamiltonians |
| $A d(\boldsymbol{a})$ and $\operatorname{Ad}(\boldsymbol{a})$ | Quaternion and Dual Quaternion Adjoint |
| $\mathcal{T}_{4}(\bullet)$ and $\mathcal{T}_{8}(\bullet)$ | Quaternion Linear Transformation and Dual Quaternion Linear Transformation |
| $G(\underline{\boldsymbol{a}})$ | Dual Inertia Transformation |
| $\boldsymbol{G}(\underline{\boldsymbol{A}})$ | Dual Quaternion Vector Inertia Transformation |

## Quaternion and Dual Quaternion Operators

| $\boldsymbol{a} \times \boldsymbol{b}$ | Is the cross product operator between two pure quaternions |
| :--- | :--- |
| $\underline{\boldsymbol{a}} \times \underline{\boldsymbol{b}}$ | Is the cross product operator between two pure dual quaternions |
| $\boldsymbol{a} \cdot \boldsymbol{b}$ | Is the inner product operator between two pure quaternions |
| $\underline{\boldsymbol{a}} \cdot \underline{\boldsymbol{b}}$ | Is the inner product operator between two pure dual quaternions |
| $\underline{\boldsymbol{a}} \odot \underline{\boldsymbol{b}}$ | Is the double geodesic product operator between two pure dual quaternions |
| $\underline{\boldsymbol{A}} \otimes \underline{\boldsymbol{B}}$ | Is the element-wise cross product operator between two pure dual quaternions vectors |
| $\underline{\boldsymbol{A}} \odot \underline{\boldsymbol{B}}$ | Is the element-wise inner product operator between two pure dual quaternions vectors |
| $\underline{\boldsymbol{A}} \circledast \underline{\boldsymbol{B}}$ | Is the element-wise double-Geodesic product operator between two pure dual quaternions vectors |

## Important Variables

| $\tau_{i}$ | Joint Torques for robot joint $i$ |
| :---: | :--- |
| $\boldsymbol{\tau}$ | Joint torque vector for robotic manipulator |
| $\underline{\theta}_{i}$ and $\theta_{i}$ | Double angle and angle for a robot joint $i$, respectively |
| $\boldsymbol{\theta}$ | Joint Angle Vector for robotic manipulator |
| $\boldsymbol{\mathcal { F }}$ | Frame of reference |
| $\underline{\boldsymbol{\omega}}_{i}$ | Twist of rigid body $i$ |
| $\underline{\boldsymbol{W}}$ | Twist Vector for robotic manipulator |
| $\boldsymbol{\omega}_{i}$ | Angular Velocity of rigid body $i$ |
| $\boldsymbol{v}_{i}$ | Linear Velocity of rigid body $i$ |
| $\underline{\boldsymbol{f}}_{i}$ | Wrench of rigid body $i$ |
| $\underline{\boldsymbol{F}}$ | Wrench Vector for robotic manipulator |
| $\boldsymbol{f}_{i}$ | Force acting on rigid body $i$ |
| $\boldsymbol{m}_{i}$ | moment acting on rigid body $i$ |
| $\underline{\boldsymbol{a}}_{i}$ | Screw Axis of rigid body $i$ |

## Other considerations

Throughout this manuscript we generally have

- $\underline{\boldsymbol{x}}_{B}^{A}$ being the DQ representation of frame $B$ in terms of frame $A$;
- $\underline{\boldsymbol{x}}_{A}^{B}$ as transformation from frame $A$ to frame $B$;
- $\underline{\boldsymbol{p}}_{B}^{A}$, for a $\underline{\boldsymbol{p}}$ representing position, velocity or acceleration being the coordinate representation in $A$ frame of the position, velocity or acceleration of frame $B$.

Throughout history, humans have always built machines to facilitate their work and make their labor more bearable. Indeed, as we have built the wheel to make transport easier we have also created automated assembly lines to spare workers from their monotonous (and many times dangerous) tasks. However, the story does not end there: although we do build machines to help us out in our daily lives, we have also built machines to go to places we could not go by ourselves. We have flown through the skies and we have dived to the depths of the ocean, we raced around the earth and conquered the moon. Everyday science and engineering evolve to allow us to go where we have never gone before and to do things that, once upon a time, were only science fiction.

It was indeed in fiction that human ingenuity has envisioned a perfect helper-the robot. This machine would never tire and would be able to perform incredible tasks with amazing precision for the benefit of humanity (when they were not rebelling against they creators, of course). The Czech author Karel Čapek is usually considered to have been the first person to use the word robot in its modern context: his 1921 play Rossumovi Univerzální Roboti (in English Rossum's Universal Robots) starts out in a factory that creates artificial people-the robots-to work for the humans. The narrative of this play centers on the mistrust people at the time felt over the machine, and as such, was very popular with the public, running for 184 performances on Broadway and popularizing the term that is used to this day [3].

Although the modern meaning of word robot was popularized only in the 1920's, the idea of substituting real individuals by machines has been around for a few millennia. In ancient Egypt priests would make animated statues to communicate the will of the gods, the Inuit people had legends of robot-like creatures created by sorcerers and Greek mythology has several tales of statues or metal creatures coming to life [3,4]. Of course, these ancient civilizations did not have the technology to make the robots of today, but there are also several records of working designs for automatas, the oldest one being a "the pigeon", a bird-like contraption with a steam based propeller system, invented by Archytas of Tarentum (428-347 BC). Records of automata could also be found in ancient Alexandria and China, however, it was the Arabic civilization that have first created "programmable" robots, in the form of human figurines that could be adjusted to play different melodies $[4,5]$.

Of course, as the centuries went by, different scientists and engineers have designed and imagined more complex machines operating in a number of different contexts (for a full overview of ancient robotic history see the works in $[3,4,6])$. Still, despite this long history we can trace for robotics, the modern design of these machines has only emerged on the 1950 's, with first modern robot being the Unimate, designed in 1954 by George Devol. The first Unimate, a manipulator capable of performing only one task and very difficult to program, was sold in 1961 to General Motors and in the following years automation has only grown. And so did research in robotics [6-8].

Despite its industrial roots, the robots of today have evolved—and is still evolving-to be fully integrated in our society. Indeed, the advances in technology and the maturity the research has achieved since the 1950's has shifted the focus from industry to the human world, in which a new generation of robots is expected to safely operate in different segments of our society, providing aid for education [9-12], health-care [13-15], entertainment $[5,16]$ as well as a range of other services. More so, in the past few decades, a lot of effort has also been put to deploy robots to environments not suited to humans: we have robots exploring archaeological sites that are to fragile for humans to enter [17,18], we have robots diving to higher depths than a human could endure [19], we have robots exploring Mars and repairing space stations [20-23], drones are flying faster then
we could to deliver medication [24], researchers are developing robots to operate in ever more challenging rescue scenarios $[25,26]$ and these are only a few of the many applications being developed today.

In the context of the current research scenario, robots can already do amazing things and take us to explore many of the places we could not go ourselves. Yet, despite all the advancements, the field of robotics is still in its infancy, and there are many topics still to be better explored. Motivated by enormous potential of the area, this manuscript aims at exploring ways to enhance a robot's capabilities of interacting with the environment.

Particularly, many of the applications being studied today demand for more adaptable solutions, working in unstructured environments while ensuring safety and being computationally efficient. Indeed, in the scenario of industrial robotics we many times encounter controlled environments, in which, although versatility might be welcomed, the nature of the tasks being performed require movements to be repeated many times under the same conditions with precision. The common, and simpler solution for this problem, was the implementation of position based controllers-if nothing were to change and conditions were known we could simply define a path for the robot to follow, and then control this path with as much precision as possible. Of course, a lot of innovation has come from those kinematic based controllers, as, after all, we are still studying more complex solutions in this field (cooperative robotics, soft robotics, etc). However, this solutions are still "human-unfriendly" and would not operate well at more unstructured environment, such as the world outside the factories or when we add more variables to the industrial process (such as a human collaborator). Indeed, its easy to imagine the very recurrent scenario of a robot manipulator set out to follow a path in order to grab an object, when suddenly something (or someone) blocks the path. If the robot considers only the kinematic variables, it will ignore the blockage and keep moving toward its target, thus causing damage or injury [27]. To deal with this kind of uncertainty it is important we also consider the forces of the system to ensure an efficient and safe response.

One way to guarantee the robustness and efficiency of a system is by choosing an adequate parametrization for it. Although there are many options in the literature, we believe the dual quaternions are particularly well suited for robotic applications, as they have strong algebraic properties and can be used to represent rigid motions, twists, wrenches and several geometrical primitives-e.g., Plücker lines, planes-in a very straightforward way [28].

In this manner, we set out to explore the usage of dual quaternions for describing the dynamics of a robotic manipulator and for controlling its forces in such a way that we could ensure safety for Human Robot Interaction (HRI) scenarios, as well as for the interaction of a robot with predominantly human environment. However, we notice the literature relating to a dual quaternion based dynamical model for a serial manipulator was quite lacking with works on the matter only surfacing a few months prior to this manuscript completion [29,30] and still being very scarce.

Therefore, this manuscript presents a novel formulation of a dual quaternion based Recursive NewtonEuler Algorithm (dqRNEA)—as well its closed form equation. Here we add that we have not only chosen the dual quaternion representation, but we have also made some other important design choices to ensure that the algorithm is cost efficient and robust. We have chosen the Newton-Euler recursive formulation for the inverse dynamics rather than the Lagrange-Euler methods or Kane's dynamical equations. Also, we have chosen to describe the robot forward kinematics by means of the Product of Exponential formulation rather than the more usual Denavit-Hartenberg parameters.

Finally, in this work we also aim at guaranteeing the validity and efficiency of our algorithms. In this manner, we have optimized some of the tools within the algebra of dual quaternions so that they would be faster and remain in the algebra-in particular we have optimized the adjoint operation, which was very inefficient
in its traditional form. More so, we have also made a very thorough cost analysis of all the equations in our algorithm and compared it to a similar formulation in another algebra. Lastly we have tested our dqRNEA formulation within a computed torque based controller in order to further validate the equations.

### 1.1 STATE OF THE ART

Rigid body motion and control have been extensively studied in the past decades in a number of disciplines, including, mechanical systems, robotic manipulation, satellites, etc. These were usually investigated and designed by exploiting the Homogeneous Transformation Matrices (HTM), however, recently, many new works have surfaced on the uses of dual quaternions (DQ) to describe such systems [31-35].

Particularly, regarding robotic manipulation, dual quaternion algebra proves itself to be advantageous compared to other representations as it allows us to represent the complete robot position and attitude-the posewith a set of eight parameters. Moreover, it was argued in [36-39] that the unit dual quaternion (UDQ) in addition to being non-minimal and free of singularities, are also a more compact, efficient and less computationally demanding representation for rigid-body displacements compared to HTM [40-42]. Indeed, we can also list as further advantages of the dual quaternions the fact that they are very well suited to represent many geometric primitives, such as lines and planes, in a simple and intuitive way [28] and the fact that dual quaternions have been argued to be most efficient way to represent a screw motion [41]. The benefits of using dual quaternion algebra have been discussed also in many works with different applications comprising rigid body motion stabilization, tracking, multiple body coordination [35, 43], kinematic control of manipulators with single and multiple arms and human-robot interaction [37,44-46], image based localization [47, 48], etc.

Although a lot has been published regarding the kinematic representation and control of robotic systems using dual quaternion algebra, there is still a lot to be done with respect to representing and controlling the dynamics of a robotic arm with DQ . Indeed, algorithms for rigid-body dynamics computation play a crucial role for simulation of motion, analysis of forces, torques and for the design of control techniques in robotics $[36,49$, 50]. Rigid-body dynamics are at the core of many recent robotic applications in different fields, such as legged robot stabilization, forceful Human-Robot Interaction (HRI), computer animation and even biomechanics [51].

In Dooley and McCarthy's work [34] the authors propose one of the earliest formulations for the dynamic modeling for an unconstrained rigid body and for a serial manipulator using dual quaternion algebra in Kane and Levinson's formulation [52]. Although they work is pioneer, their equations are overly complicate and lack a clear and intuitive physical meaning. Other attempts to improve on [34] are presented on both the works of [53] and [35] in which both authors propose a decoupled formulation for both the rotational and translational dynamics using dual quaternions, and furthermore, they use this model in order to design a regulator for both the attitude and position of a body. Neither of this works exploit formulations for the dynamical problem that would couple together the translational and rotational forces acting on the body. Furthermore, a coupled formulation for the dynamic of an unconstrained rigid body can be found in $[31,32,54]$ in which the authors exploit the manner in which dual quaternion twists and wrenches can couple together the linear and angular variables.

We may further extend the dynamics of a rigid body to the dynamics of a whole articulated robotic manipulator. In the literature, there are a few algorithms that are usually used to describe such systems [52, 55-57], with the most famous ones being the recursive Newton-Euler algorithm (RNEA) and the Lagrange-Euler (LE)
formulation. The LE equations and the RNEA are both used to describe the relations between the joint torques, forces at the end effector and kinematic variables, however, they differ in many other aspects. Concerning only computational complexity, the Newton-Euler formulation is considerably more efficient due to its inherently recursive formulation.

Regarding the dynamical representation of robotic manipulator in dual quaternion algebra, the literature is more lacking-especially when considering Newton-Euler's algorithm. Recent works on the subject include [58], in which the authors exploit the principle of virtual work and UDQ to describe an efficient solution for the dynamics of a parallel manipulator. In $[34,59]$ both authors show an illustrative examples to how we can build the inverse dynamics of a manipulator, with [59] using the principle of virtual work and dual numbers and [34] the dual quaternion formulation and Kane's equations.

The only other works to focus on the dynamical description of a serial manipulator through a dual quaternion based on the recursive Newton-Euler algorithm have been published recently by [29,30] and by ourselves [60]. In [29,30] the authors propose a formulation for describing the dynamics of a spacecraft-mounted robotic manipulator configured with different joint types. Although the equations in $[29,30]$ have some similarities to the ones proposed in this manuscript and in our work in [60] there are also many differences between the algorithms. In [29,30] the authors propose framework, in which they take into account many different types of joints. However one big drawback in their formulation is that many equations presented in $[29,30]$ are in the Euclidean vector-matrix formulation, and therefore have to be mapped and back to dual quaternions, creating the need for transformations in and out of the algebra, which leads to more costly cumbersome and, although correct, unintuitive equations.

Opposed to [29, 30], our work [60] proposed a more intuitive solution for both the recursive and closed formulation of the Newton-Euler algorithm following the dual quaternion notation in the [37]. In its recursive formulation our dqRNEA clearly presents a forward and a backward iteration, and the in the closed formulation of the algorithm we identify the mass, Coriolis and gravity terms. More so, in addition, we also contribute with an optimization of the adjoint transformation allowing our algorithm to be more cost efficient.

### 1.2 OBJECTIVES

The main objectives of this manuscript is to develop a novel and cost efficient formulation for the NewtonEuler inverse dynamic algorithm based on the algebra of dual quaternions. With our dqRNEA we aim to answer whether the advantages we find when describing the kinematics of a robotic arm with dual quaternions would translate to a dynamical model.

With this context we aim to perform a cost analysis of the algorithm and compare it to results in the literature. More so, to fully validate our algorithm we also aim to integrate it with a computed torque control scheme and perform a few experiments.

Finally, we also aim to formulate our algorithm as a quaternion-matrix closed form equation, in which the terms related to mass, Coriolis forces and gravity are explicit.

### 1.3 CONTRIBUTIONS

The main contributions of this manuscript are:

- Development of a novel cost efficient dual quaternion based version of the Newton-Euler inverse dynamics algorithm (dqRNEA) based on the Product of Exponentials formulation for the forward kinematics. In addition to the traditional recursive method for the dqRNEA algorithm we also rearrange the equations in order to obtain the closed form inverse dynamic equations, from which the terms related to the mass, coriolis/centripetal and gravitational forces can be extracted.
- Development of an alternative version of the adjoint mapping within the algebra of dual quaternions. Our alternative representation stems from the fact that the traditional map is inefficient and, therefore, an optimization is necessary.
- We also provide, in this work, a cost analysis of the main operations within dual quaternion algebra, a cost analysis of the different methods for calculating the adjoint map and the cost analysis for the dqRNEA. Furthermore, we also analyze the costs of some of operations with Homogeneous Transformation Matrices and for a recursive Newton-Euler inverse dynamics algorithm with this parametrization. A comparison between these different methods is also provided.
- We created a MATLAB package with the tools to calculate the dqRNEA as well as the implementation of the dqRNEA itself (in recursive form, closed form, and matrix form).
- We added our dqRNEA function to a computed torque controller and tested for two different robot models. We also provide the description for these two models: the two-link planar arm and the Kuka robot.
- The mathematical definition for dual quaternion vectors and dual quaternions matrices, along with the main operations with these structures.


### 1.4 ORGANIZATION OF THIS MANUSCRIPT

This manuscript introduces, in Chapter 2 the main mathematic fundamentals used to construct the dqRNEA algorithm. There we show the basic formalism behind quaternion and dual quaternion algebra, as well as some more advanced proprieties, such as linear transformations within the dual quaternion group and the introduction of dual quaternion vectors and dual quaternion matrices. We also show, in this chapter, the geometric proprieties behind the dual quaternions.

In Chapter 3 we discuss the main topics on robotics that have served as a basis for this research. Mainly this chapter includes how to represent rigid body dynamics and kinematics with dual quaternions, as well as how to represent a the forward kinematics of a manipulator with dual quaternions-both with the Denavit-Hartenberg parameters and with the product of exponential formula.

Chapter 4 deals with the theory behind the inverse dynamics formulation and with the derivation of our dqRNEA algorithm. Furthermore, we also propose here the quaternionic-Matrix formulation of the NewtonEuler inverse dynamics, as well as the closed form of the algorithm. Finally, Chapter 4 also describes the computer torque control scheme for our algorithm.

Chapter 5 in mainly concerned with the cost analysis of the algorithm. It shows the costs for the main operations with quaternions and with dual quaternions as well as the dqRNEA algorithm. Moreover, in this chapter we also proposed our optimized version of the adjoint matrix and analyze its costs. Finally, Chapter 5 also compared the results of the dual quaternion based representation with the costs for a similar algorithm but with homogeneous transformation matrix (HTM) instead.

Chapter 6 shows the simulation results for our algorithm. Here we provide some remarks of how we implemented the algorithm ass well as a description of the MATLAB functions we have used. More so, this chapter shows the results for the dqRNEA and for a dqRNEA based controller for two different robot models: a two-link planar arm and the Kuka LWR4.

Chapter 7 provides the concluding remarks as well as the direction for future works.
Finally, Appendix A shows some of the theory on the homogeneous transformation matrices and it presents a version of the recusive Newton-Euler algorithm that uses this parametrization. There we also provide a cost analysis for the algorithm.

Throughout this manuscript we aim to introduce a novel description for the inverse dynamics of a serial robotic manipulator by taking advantage of the dual quaternion algebra. In order to start constructing our algorithm we must first introduce the main mathematical tools that we will be using for the rest of our work. In this manner this Chapter lays the theoretical foundation of our work by introducing both the quaternion and dual quaternion algebra, and, more so, by describing some of its main proprieties.

Thus, 2.1 starts describing the basic concepts behind the quaternions, dual numbers and dual quaternions and then further describes some more advanced proprieties and its advantages. Furthermore, in Section 2.2 we extend the geometric notion of the both the quaternions and dual quaternions in order to describe points, lines and curves in space.

### 2.1 DUAL QUATERNION REPRESENTATION

In a letter written by a famous 19th century mathematician to his son, it was said,

Every morning in the early part of October 1843, on my coming down to breakfast, your brother and yourself used to ask me: "Well, Papa, can you multiply triples?" Whereto I was always obliged to reply, with a sad shake of the head, "No, I can only add and subtract them."

The mathematician in question was William Hamilton, who, for many years, sought a way to represent points in space by a new numeric system: the triplets. This system of hypercomplex numbers composed of one real and two imaginary components should represent tridimensional space similarly to how complex numbers represented points on a two dimensional plain. This endeavor, however, was impossible as multiplication proprieties would not hold in this systems and as was latter stated by Geog Frobenius ${ }^{1}$,

Proposition 2.1. There exists no three-dimensional algebra over the field of real numbers that extends the complex numbers.

In order to fulfill his goal, Hamilton insightfully added another dimension to his system, thus defining the Quaternions. Although at first his discovery was met with quite a lot of skepticism, as it was not usual at Hamilton's time to study a non-commutative algebra, the quaternions today are regarded as very powerful tools used in a range of disciplines, from engineering to computer science, and even in quantum physics! With some arguing that quaternions have "it opened the floodgates of modern abstract algebra" [62].

Although the quaternions are very useful to a number of applications-especially to represent rotations in space-they do have a few limitations. Mainly, quaternions do not couple together the rotation and translation of a body. A solution to this problem was introduced in 1873 by Willian Clifford who extended a structured known as biquaternions over to the dual numbers, and thus created the dual quaternions(DQ) [63]. This new structure would take advantage of the dual numbers in order to combine two quaternions into the eight parameter algebra, which can, in its unit form, represent solve the problem of representing both a translation and a

[^1]rotation in space.
Throughout the remainder of this manuscript we shall be using many concepts of both quaternion and dual quaternion algebra. In this manner, the remainder of this section will focus on formally defining the Quaternions, Dual Numbers and Dual Quaternions as well as discussing some its proprieties. Thus, Subsection 2.1.1 introduces the quaternion algebra, Subsection 2.1.2 the Dual numbers and Subsection 2.1.3 the dual quaternions. Moreover, we find it necessary to also discuss some other aspects of dual quaternion algebra not covered in Subsections 2.1.1 to 2.1.3, and in this manner we shall discuss how we may perform linear transformations with dual quaternions without leaving the group in Subsection 2.1.4 and in Subsection 2.1.5 we shall introduce dual quaternion vectors and matrices. Finally, in Subsection 2.1 .6 we will be highlighting the main advantages of using dual quaternion algebra in robotics.

### 2.1.1 Quaternions

In this section we shall introduce the algebra of quaternions and some of their main proprieties and particularities. As discussed in this section's introduction, the set of quaternions was devised to be an extension of the algebra of complex numbers, but we can also see the complex numbers as a subset of the quaternions $(\mathbb{C} \subset \mathbb{H})$. This assertion leads to the intuitive notion that quaternions and complex numbers many times operate in a similar fashion, such is the case for the addition/subtraction and multiplication operations. In the following we formally define the first fundamental building block of this manuscript, the quaternions.

Definition 2.1. (Quaternions) [64] The quaternion algebra is composed by the set of linear combinations on elements $1, \hat{\imath}, \hat{\jmath}$ and $\hat{k}$

$$
\begin{equation*}
\mathbb{H} \triangleq\left\{\eta+\boldsymbol{\mu}: \boldsymbol{\mu}=\mu_{1} \hat{\imath}+\mu_{2} \hat{\jmath}+\mu_{3} \hat{k}, \eta, \mu_{1}, \mu_{2}, \mu_{3} \in \mathbb{R}\right\} . \tag{2.1}
\end{equation*}
$$

with the following proprieties for any quaternions $\boldsymbol{q}=\eta+\hat{\imath} \mu_{1}+\hat{\jmath} \mu_{2}+\hat{k} \mu_{3}$ and $\boldsymbol{q} \boldsymbol{\prime}=\eta^{\prime}+\hat{\imath} \mu_{1}^{\prime}+\hat{\jmath} \mu_{2}^{\prime}+\hat{k} \mu_{3}^{\prime}$ and $\alpha \in \mathbb{R}$.

## Propriety 2.1. (Quaternion Equality)

The quaternion equality is defined by the equality of each of its elements, that is

$$
\begin{equation*}
\boldsymbol{q}=\boldsymbol{q}^{\prime} \Longleftrightarrow \eta=\eta^{\prime}, \mu_{1}=\mu_{1}^{\prime}, \mu_{2}=\mu_{2}^{\prime}, \mu_{3}=\mu_{3}^{\prime} \tag{2.2}
\end{equation*}
$$

## Propriety 2.2. (Quaternion Addition/Subtraction)

The quaternion addition operation $\mathbb{H} \times \mathbb{H} \mapsto \mathbb{H}$ is defined as

$$
\begin{equation*}
\boldsymbol{q}+\boldsymbol{q}^{\prime}=\left(\eta+\eta^{\prime}\right)+\hat{\imath}\left(\mu_{1}+\mu_{1}^{\prime}\right)+\hat{\jmath}\left(\mu_{2}+\mu_{2}^{\prime}\right)+\hat{k}\left(\mu_{3}+\mu_{3}^{\prime}\right) \tag{2.3}
\end{equation*}
$$

Propriety 2.3. (Null Elements)
There exists a null element for addition/subtraction denoted as $\mathbf{0}$ such that $\mathbf{0}+\boldsymbol{q}=\boldsymbol{q}+\mathbf{0}=\boldsymbol{q}$.

## Propriety 2.4. (Scalar Multiplication)

The multiplication of a real number by a quaternion $\mathbb{R} \times \mathbb{H} \mapsto \mathbb{H}$ is a commutative operation defined as,

$$
\begin{equation*}
\alpha \boldsymbol{q}=\boldsymbol{q} \alpha=\alpha \eta+\hat{\imath}\left(\alpha \mu_{1}\right)+\hat{\jmath}\left(\alpha \mu_{2}\right)+\hat{k}\left(\alpha \mu_{3}\right) . \tag{2.4}
\end{equation*}
$$

Proprieties 2.1-2.4 yields that $(\mathbb{H},+, \mathbb{R})$ is a real vector space, that is

$$
\forall\left(\boldsymbol{q}, \boldsymbol{q}^{\prime} \in \mathbb{H}\right) \alpha \boldsymbol{q}+\beta \boldsymbol{q}^{\prime} \in \mathbb{H} \text { for any } \alpha, \beta \in \mathbb{R} .
$$

## Propriety 2.5. (Quaternion Multiplication)

The quaternion multiplication operation $\mathbb{H} \times \mathbb{H} \mapsto \mathbb{H}$ is

$$
\begin{align*}
\boldsymbol{q} \boldsymbol{q}^{\prime}= & \left(\eta \eta^{\prime}-\mu_{1} \mu_{1}^{\prime}-\mu_{2} \mu_{2}^{\prime}-\mu_{3} \mu_{3}^{\prime}\right)+\hat{\imath}\left(\eta^{\prime} \mu_{1}+\mu_{1} \eta^{\prime}+\mu_{2} \mu_{3}^{\prime}-\mu_{3} \mu_{2}^{\prime}\right)+ \\
& \hat{\jmath}\left(\eta \mu_{2}^{\prime}-\mu_{1} \mu_{3}^{\prime}+\mu_{2} \eta^{\prime}+\mu_{3} \mu_{1}^{\prime}\right)+\hat{k}\left(\eta \mu_{3}^{\prime}+\mu_{1} \mu_{2}^{\prime}-\mu_{2} \mu_{1}^{\prime}+\mu_{3} \eta^{\prime}\right) \tag{2.5}
\end{align*}
$$

Propriety 2.6. (Identity and Null Elements)
There exists a neutral element of a quaternion multiplication denoted as $\mathbf{1} \in \mathbb{H}$ such that $\mathbf{1 q}=\boldsymbol{q} \mathbf{1}=\boldsymbol{q}$. Stemming from proprieties $2.1-2.6$ we have that $(\mathbb{H},+, \cdot)$ is an algebra.

Remark 2.1. Observing that for $1 \in \mathbb{R}$ the scalar multiplication yields $1 \boldsymbol{q}=\boldsymbol{q} 1=\boldsymbol{q}$, it is natural to identify $\mathbf{1}=1$.

Remark 2.2. From definition, it follows that the multiplication operation over $\mathbb{H}$ is both associative and distributive, however it is non-commutative, that is $\boldsymbol{q} \boldsymbol{q}^{\prime} \neq \boldsymbol{q}^{\prime} \boldsymbol{q}$.
Remark 2.3. Also it follows that the quaternionic elements $\hat{\imath}, \hat{\jmath}, \hat{k}$ satisfy

$$
\hat{\imath} \hat{\jmath}=\hat{k}, \jmath \hat{\jmath}=\hat{\imath} \text {, and } \hat{k} \hat{\imath}=\hat{\jmath} \text {, but } \hat{\jmath} \hat{\imath}=-\hat{k}, \hat{k} \hat{\jmath}=-\hat{\imath} \text { and } \hat{\imath} \hat{k}=-\hat{\jmath} \text {. }
$$

In fact, these proprieties are used as an alternative way to define the multiplication itself.
Furthermore, quaternions may also be divided with respect to their real and imaginary parts [28], that is, given $\boldsymbol{q}=\eta+\mu_{1} \hat{\imath}+\mu_{2} \hat{\jmath}+\mu_{3} \hat{k}$, we have

$$
\begin{gather*}
\operatorname{Re}(\boldsymbol{q}) \triangleq \eta  \tag{2.6}\\
\operatorname{Im}(\boldsymbol{q}) \triangleq \mu_{1} \hat{\imath}+\mu_{2} \hat{\jmath}+\mu_{3} \hat{k} \tag{2.7}
\end{gather*}
$$

These operations allow us to rewrite the quaternion as $\boldsymbol{q}=\operatorname{Re}(\boldsymbol{q})+\operatorname{Im}(\boldsymbol{q})$, and consequently, we can easily define the conjugate of a quaternion,

$$
\begin{equation*}
\boldsymbol{q}^{*} \triangleq \operatorname{Re}(\boldsymbol{q})-\operatorname{Im}(\boldsymbol{q}) \tag{2.8}
\end{equation*}
$$

One of the most important reasons for having the conjugate operation is to further define the quaternion square norm and the inverse operation.

Definition 2.2. (Square Norm) [28, 37, 45]
Let $\boldsymbol{q} \in \mathbb{H}$, then we may define the quaternion's norm as

$$
\begin{equation*}
\|\boldsymbol{q}\| \triangleq \sqrt{\boldsymbol{q} q^{*}} \tag{2.9}
\end{equation*}
$$

Remark 2.4. We also highlight here that the norm of quaternion elements coincides with the Euclidean norm of a vector $\operatorname{vec} \boldsymbol{q} \triangleq\left[\begin{array}{llll}\eta & \mu_{1} & \mu_{2} & \mu_{3}\end{array}\right]^{T} \in \mathbb{R}^{4}$, that is, $\|\boldsymbol{q}\|=\|\operatorname{vec} \boldsymbol{q}\|$.

From the quaternion norm of a non zero quaternion at (2.9) we may easily derive the inverse operation, $\boldsymbol{q}^{-1}$. Starting from the definition that a quaternion multiplied by its inverse yields the unit element we have,

$$
\begin{gather*}
\boldsymbol{q} \boldsymbol{q}^{-1}=1=\boldsymbol{q}^{-1} \boldsymbol{q} \\
\boldsymbol{q}^{*} \boldsymbol{q} \boldsymbol{q}^{-1}=\boldsymbol{q}^{*} \tag{2.10}
\end{gather*}
$$

From (2.10) and (2.9) we may easily define the quaternion inverse, as is done in Definition 2.3.

Definition 2.3. (Inverse Operation) $[28,37,45]$ Let $\boldsymbol{q} \in \mathbb{H}$, then the inverse operation may be defined as

$$
\begin{equation*}
\boldsymbol{q}^{-1}=\frac{\boldsymbol{q}^{*}}{\|\boldsymbol{q}\|^{2}} \tag{2.11}
\end{equation*}
$$

In the following, we will explore some subsets of the quaternions which are widely used and/or important to the proper comprehension of the remainder of this manuscript. Particularly, we will introduce the manifold that defines the group of unit quaternions, which can be used to define the rotation operation and the attitude representation in Subsection (2.2.1).

## Complex Numbers

The complex numbers [65], although formulated before the quaternions, may be seen as one of its subsets. Indeed, if for a quaternion $\boldsymbol{q}=\eta+\hat{i} \mu_{1}+\hat{j} \mu_{2}+\hat{k} \mu_{3}$ we have $\mu_{2}$ and $\mu_{3}$ equal to zero, then $\boldsymbol{q}_{\hat{\imath}}=\eta+\hat{\imath} \mu_{1}$. Thus, we have that

$$
\mathbb{C}_{\hat{\imath}} \triangleq\left\{\eta+\boldsymbol{\mu}: \boldsymbol{\mu}=\mu_{1} \hat{\imath}, \eta, \mu_{1} \in \mathbb{R}\right\} .
$$

We highlight that, alternatively, we may have $\mu_{1}$ and $\mu_{3}$ equal to zero and $\boldsymbol{q}_{\hat{\jmath}}=\eta+\hat{\jmath} \mu_{2}$ or $\mu_{1}$ and $\mu_{2}$ equal to zero and $\boldsymbol{q}_{\hat{k}}=\eta+\hat{k} \mu_{3}$. The complex set for these cases would then be defined, respectively, as

$$
\mathbb{C}_{\hat{\jmath}} \triangleq\left\{\eta+\boldsymbol{\mu}: \boldsymbol{\mu}=\mu_{2} \hat{\jmath}, \eta, \mu_{2} \in \mathbb{R}\right\}
$$

or

$$
\mathbb{C}_{\hat{k}} \triangleq\left\{\eta+\boldsymbol{\mu}: \boldsymbol{\mu}=\mu_{3} \hat{k}, \eta, \mu_{3} \in \mathbb{R}\right\} .
$$

We will not detail the set of complex numbers here, however, its of easy verification that many of the proprieties for the quaternions hold for the complexes as well. We highlight here, however, that due to the lower number of dimensions $\mathbb{C}$ becomes commutative under multiplication.

## Pure Imaginary Quaternions

The Pure Imaginary Quaternions $[28,37,66]$ (or pure quaternions) are the subset of quaternions in which the real part is null. That is,

$$
\mathbb{H}_{0} \triangleq\left\{\boldsymbol{q}_{0}: \boldsymbol{q}_{0} \in \mathbb{H}, \operatorname{Re}\left(\boldsymbol{q}_{0}\right)=0\right\}
$$

In terms of the conjugate operation, we have that pure quaternions can also be defined as the set of $\boldsymbol{q}_{0} \in \mathbb{H}$ satisfying

$$
\begin{equation*}
\boldsymbol{q}_{0}^{*}=-\boldsymbol{q}_{0} \tag{2.12}
\end{equation*}
$$

The elements of this subset are isomorphic to the three-dimensional vectors ${ }^{2} \mathbb{R}^{3}$, something that becomes particularly useful when representing dynamic and kinematic variables (translation, angular and linear velocities, accelerations, momentum and wrenches). Indeed the pure quaternions are very well suited to represent compactly an unified framework for robotics, and this will be further explored in Chapter 3. Here we will explore a little more some of the mathematical proprieties that relate $\mathbb{H}_{0}$ and $\mathbb{R}^{3}$, mainly the inner and cross product as defined in $[28,66]$

Definition 2.4. (Cross Product) [28,37, 66] Given two pure quaternions $\boldsymbol{q}=\hat{i} \mu_{1}+\hat{j} \mu_{2}+\hat{k} \mu_{3}$ and $\boldsymbol{q}^{\boldsymbol{\prime}}=$ $\hat{i} \mu^{\prime}{ }_{1}+\hat{j} \mu_{2}^{\prime}+\hat{k} \mu_{3}^{\prime}$ the cross product between two pure quaternions is

$$
\begin{equation*}
\boldsymbol{q} \times \boldsymbol{q}^{\prime} \triangleq \frac{\boldsymbol{q} \boldsymbol{q}^{\prime}-\boldsymbol{q}^{\prime} \boldsymbol{q}}{2} \tag{2.13}
\end{equation*}
$$

Definition 2.5. (Inner Product) [28,37, 66] Given two pure quaternions $\boldsymbol{q}=\hat{i} \mu_{1}+\hat{j} \mu_{2}+\hat{k} \mu_{3}$ and $\boldsymbol{q}^{\boldsymbol{\prime}}=$ $\hat{i} \mu^{\prime}{ }_{1}+\hat{j} \mu_{2}^{\prime}+\hat{k} \mu_{3}^{\prime}$, the inner product is defined as

$$
\begin{equation*}
\boldsymbol{q} \cdot \boldsymbol{q}^{\prime} \triangleq-\frac{\boldsymbol{q} \boldsymbol{q}^{\prime}+\boldsymbol{q}^{\prime} \boldsymbol{q}}{2}=\mu_{1} \mu_{1}^{\prime}+\mu_{2} \mu^{\prime}{ }_{2}+\mu_{3} \mu_{3}^{\prime} \tag{2.14}
\end{equation*}
$$

From definitions 2.5 and 2.4 we can redefine the multiplication of pure quaternions. That is, if $\boldsymbol{q}, \boldsymbol{q}^{\prime} \in \mathbb{H}_{0}$, then from (2.5) we have

$$
\begin{equation*}
\boldsymbol{q} \boldsymbol{q}^{\prime}=-\boldsymbol{q} \cdot \boldsymbol{q}^{\prime}+\boldsymbol{q} \times \boldsymbol{q}^{\prime} \tag{2.15}
\end{equation*}
$$

And, furthermore, if the quaternions are perpendicular to each other, than the inner product is zero and $\boldsymbol{q} \boldsymbol{q}^{\prime}=$ $-\boldsymbol{q} \boldsymbol{q}^{\prime}=\boldsymbol{q} \times \boldsymbol{q}^{\prime}$. This result is once more analogous to how complex numbers represent motions in the plane (see Section 2.2), thus furthering the notion that quaternions can represent a motion in space.

## Unit Quaternions

The subset of unit quaternions $[28,37,38,66]$ is defined as

$$
\begin{equation*}
\mathcal{S}^{3} \triangleq\{\boldsymbol{q} \in \mathbb{H}:\|\boldsymbol{q}\|=1\} \tag{2.16}
\end{equation*}
$$

That is, the unit quaternion is the subset of quaternions corresponding to the three dimensional unit sphere in $\mathbb{R}^{4}$ with norm equal to one. This set, when equipped with multiplication, forms the Lie group $\operatorname{Spin}(3)$ [67], formally defined as follows.
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## Definition 2.6. (Unit Quaternion Group)

The unit quaternion group, $\operatorname{Spin}(3)$, is defined by the set $\mathcal{S}^{3}$ equipped with the quaternion multiplication. Given the quaternions $\boldsymbol{q}_{1}, \boldsymbol{q}_{2}$ and $\boldsymbol{q}_{3} \in \operatorname{Spin}(3)$ the multiplication satisfies the following axioms:

1. (Closure) The multiplication of any pair of unit quaternions in $\operatorname{Spin}(3)$ results in a unit quaternion in the group, thus $\boldsymbol{q}_{1} \boldsymbol{q}_{2} \in \operatorname{Spin}(3)$.
2. (Identity) $\exists \mathbf{1} \triangleq 1 \in \mathcal{S}^{3}$ such that $\boldsymbol{q} \mathbf{1}=\mathbf{1} \boldsymbol{q}=\boldsymbol{q}$;
3. (Inverse) The inverse operation exists and may be defined from (2.11) and (2.16). That is, considering the unit norm of this group of quaternions, (2.11) becomes

$$
\begin{equation*}
\boldsymbol{q}^{-1}=\boldsymbol{q}^{*} \tag{2.17}
\end{equation*}
$$

4. (Associative) $\boldsymbol{q}_{1}\left(\boldsymbol{q}_{2} \boldsymbol{q}_{3}\right)=\left(\boldsymbol{q}_{1} \boldsymbol{q}_{2}\right) \boldsymbol{q}_{3}$;

In particular $\operatorname{Spin}(3)$ is extremely important when we are describing a rigid body's attitude, usually being comparable to the Euler Angles and Rotations Matrices in its purpose. The remainder of this manuscript will tackle related issues, such as the use of unit quaternions for frame transformation and point transformation (see subsection (2.2.1)) and rigid body motion (see (3.1.2)).

### 2.1.1.1 Isomorphism to $\mathbb{R}^{4}$ and $\mathbb{R}^{3}$

Another important quality of the quaternions is that they are isomorphic to $\mathbb{R}^{4}$, or, in the case of pure quaternions, are isomorphic to $\mathbb{R}^{3}$. What this means is that we are able to define an isomorphic map between the two groups-that is, we may perform a one-to-one transformation between those groups such that the operations of the original group will be respected [68].

This is an important definition, which allows some important results relating multiplication and commutation as will be further discussed in Subsection 2.1.4. However, still in regards to the isomorphism between quaternions and 4-dimensional vectors, we believe it is important to introduce here the vector operator: $\operatorname{vec}_{4}: \mathbb{H} \longrightarrow \mathbb{R}^{4}$. This is an one-by-one map between quaternions and vector, such that, for a quaternion $\boldsymbol{q}=\eta+\hat{i} \mu_{1}+\hat{j} \mu_{2}+\hat{k} \mu_{3}$, we have

$$
\operatorname{vec}_{4} \boldsymbol{q} \triangleq\left[\begin{array}{c}
\eta  \tag{2.18}\\
\mu_{1} \\
\mu_{2} \\
\mu_{3}
\end{array}\right]
$$

and similarly the inverse operation is defined as $\underline{\mathrm{vec}_{4}}: \mathbb{R}^{4} \longrightarrow \mathbb{H}[37,66]$.
Similarly, we may may also consider the isomorphism between $H_{0}$ and $\mathbb{R}^{3}$, which in this case may be defined by means of the operator vec $\operatorname{ve}_{3}: \mathbb{H}_{0} \longrightarrow \mathbb{R}^{3}$, such that for a pure quaternion $\boldsymbol{q}_{0}=\hat{i} \mu_{1}+\hat{j} \mu_{2}+\hat{k} \mu_{3}$, we shall have

$$
\operatorname{vec}_{3} \boldsymbol{q}_{0} \triangleq\left[\begin{array}{l}
\mu_{1}  \tag{2.19}\\
\mu_{2} \\
\mu_{3}
\end{array}\right]
$$

and its inverse map $\underline{\operatorname{vec}_{4}}: \mathbb{R}^{3} \longrightarrow \mathbb{H}_{0}$. We note that the pure quaternions' isomorphism to $\mathbb{R}^{3}$ is particularly interesting, as both the cross and inner products with quaternions are analogous to their counterpart in $\mathbb{R}^{3}$ [66]. Moreover, as a consequence of this, we may use $\mathbb{H}_{0}$ to represent positions and translations in space also in a similar fashion to the real set.

### 2.1.2 Dual Numbers

The dual numbers are usually defined as motivators for the dual quaternions, however, they may be also seen as a its subset, in which the the imaginary part of the dual quaternion is equal to zero. Formally they may be defined as

$$
\begin{equation*}
\mathbb{D} \triangleq\left\{\underline{\mu}=\mu+\varepsilon \mu^{\prime}: \mu, \mu^{\prime} \in \mathbb{R}\right\} \tag{2.20}
\end{equation*}
$$

in which $\varepsilon$ is the dual unit, and $\varepsilon^{2}=0, \varepsilon \neq 0[69]$.
As dual numbers share many proprieties with the dual quaternions, we shall not describe them in detail here. However, we find it important to show here the Taylor Expansion of a dual number.

Definition 2.7. (Dual Number Taylor Expansion) [1,37] Given the dual number $\underline{\mu}=\mu+\varepsilon \mu^{\prime} \in \mathbb{D}$, the differentiable function $f: \mathbb{D} \longrightarrow \mathbb{D}$ can be defined by its Taylor Expansion at the point $\underline{\mu}_{0}=\mu$. That is

$$
\begin{aligned}
f(\underline{\mu}) & =\sum_{n=0}^{\infty} \frac{f^{(n)}(\underline{\mu})}{n!}\left(\underline{\mu}-\underline{\mu}_{0}\right)^{n} \\
& =f\left(\underline{\mu}_{0}\right)+f^{\prime}\left(\underline{\mu}_{0}\right)\left(\underline{\mu}-\underline{\mu}_{0}\right)+\frac{f^{\prime \prime}\left(\underline{\mu}_{0}\right)}{2}\left(\underline{\mu}-\underline{\mu}_{0}\right)^{2}+\ldots
\end{aligned}
$$

As $\varepsilon^{2}=0$, then the term $\left(\underline{\mu}-\underline{\mu}_{0}\right)^{n}=\left(\varepsilon \underline{\mu}^{\prime}\right)^{n}$ is equal to zero for any $n \geq 2$. That results in

$$
\begin{equation*}
f(\underline{\mu})=f\left(\underline{\mu}_{0}\right)+\varepsilon f^{\prime}\left(\underline{\mu}_{0}\right) \mu^{\prime} \tag{2.21}
\end{equation*}
$$

Finally, we may also decompose the dual numbers in two different parts: the primary part and the dual part. Considering the dual number $\underline{\mu}=\mu+\varepsilon \mu^{\prime}$ these parts can be retrieved by means of the primary part operator,

$$
\begin{equation*}
\mathcal{P}(\underline{\mu})=\mu \tag{2.22}
\end{equation*}
$$

and the dual part operator

$$
\begin{equation*}
\mathcal{D}(\underline{\mu})=\mu^{\prime} . \tag{2.23}
\end{equation*}
$$

### 2.1.3 Dual Quaternions

The dual quaternions were developed aiming a more compact and efficient representation for motions in space. In fact, the quaternions by themselves are very good to represent motions, however, they are limited to describing only a translation or a rotation at a time. Thus, we introduce the set of dual quaternions $[28,37$, $66,70,71$ ], which take advantage of the dual numbers to couple together two quaternions and represent the complete motion (or pose) of an object,

$$
\begin{equation*}
\underline{\mathbb{H}} \triangleq\left\{\underline{\boldsymbol{q}}=\boldsymbol{q}_{\boldsymbol{P}}+\varepsilon \boldsymbol{q}_{\boldsymbol{D}} \mid \boldsymbol{q}_{\boldsymbol{P}}, \boldsymbol{q}_{\boldsymbol{D}} \in \mathbb{H}\right\} . \tag{2.24}
\end{equation*}
$$

As (2.24) makes clear, the dual quaternions expand the basis in $\mathbb{H}$ to $\{1, \hat{i}, \hat{j}, \hat{k}, \varepsilon, \varepsilon \hat{i}, \varepsilon \hat{j}, \varepsilon \hat{k}\}$ and its dimensions to eight and also $\varepsilon$ is called dual unit with $\varepsilon^{2}=0, \varepsilon \neq 0$. Indeed, similarly to how quaternions expand on some proprieties of complex numbers, the dual quaternions expands the quaternions.

Another propriety of dual quaternions is that its elements can be decomposed in primary and dual parts. That is, for a dual quaternion $\boldsymbol{q}=\boldsymbol{q}_{\boldsymbol{P}}+\varepsilon \boldsymbol{q}_{\boldsymbol{D}}$, we can define the primary part operator [28],

$$
\begin{equation*}
\mathcal{P}(\underline{\boldsymbol{q}})=\boldsymbol{q}_{\boldsymbol{P}} \tag{2.25}
\end{equation*}
$$

and the dual part operator

$$
\begin{equation*}
\mathcal{D}(\underline{\boldsymbol{q}})=\boldsymbol{q}_{\boldsymbol{D}} \tag{2.26}
\end{equation*}
$$

From the operation defined in subsection 2.1.1 and by using (2.25) and (2.26) we may formally define the dual quaternion algebra.

Definition 2.8. (Dual Quaternion Algebra) [37,63] The dual quaternion algebra is composed by the set

$$
\begin{equation*}
\underline{H} \triangleq\left\{\underline{\boldsymbol{q}}=\boldsymbol{q}_{\boldsymbol{P}}+\varepsilon \boldsymbol{q}_{\boldsymbol{D}} \mid \boldsymbol{q}_{\boldsymbol{P}}, \boldsymbol{q}_{\boldsymbol{D}} \in \mathbb{H}\right\} \tag{2.27}
\end{equation*}
$$

with the following properties for any $\underline{\boldsymbol{q}}$ and $\underline{\boldsymbol{q}}^{\prime} \in \underline{\mathbb{H}}$ and $\alpha \in \mathbb{R}$.
Propriety 2.7. (Dual Quaternion Equality)
The dual quaternion equality is defined by the equality of each of its elements, that is

$$
\begin{equation*}
\underline{\boldsymbol{q}}=\underline{\boldsymbol{q}}^{\prime} \Longleftrightarrow \mathcal{P}(\underline{\boldsymbol{q}})=\mathcal{P}\left(\underline{\boldsymbol{q}}^{\prime}\right), \mathcal{D}(\underline{\boldsymbol{q}})=\mathcal{D}\left(\underline{\boldsymbol{q}}^{\prime}\right) \tag{2.28}
\end{equation*}
$$

Propriety 2.8. (Dual Quaternion Addition/Subtraction)
Dual quaternion addition/subtraction is defined as the operation $\pm: \underline{H} \times \underline{H} \mapsto \underline{H}$ is defined as

$$
\begin{equation*}
\underline{\boldsymbol{q}} \pm \underline{\boldsymbol{q}}^{\prime}=\left(\mathcal{P}(\underline{\boldsymbol{q}}) \pm \mathcal{P}\left(\underline{\boldsymbol{q}} \underline{\boldsymbol{q}}^{\prime}\right)\right)+\varepsilon(\mathcal{D}(\underline{\boldsymbol{q}}) \pm \mathcal{D}(\underline{\boldsymbol{q}})) . \tag{2.29}
\end{equation*}
$$

## Propriety 2.9. (Dual Quaternion Null Element)

There exists a null element for addition/subtraction denoted as $\underline{0}$ such that $\underline{0}+\underline{q}=\underline{q}+\underline{0}=\underline{q}$.
Propriety 2.10. (Scalar Multiplication)
The multiplication of a real number by a dual quaternion $\mathbb{R} \times \underline{\mathbb{H}} \mapsto \underline{\mathbb{H}}$ is a commutative operation defined as,

$$
\begin{equation*}
\alpha \underline{\boldsymbol{q}}=\alpha \mathcal{P}(\underline{\boldsymbol{q}})+\varepsilon \mathcal{D}(\underline{\boldsymbol{q}}) \tag{2.30}
\end{equation*}
$$

Proprieties 2.7-2.10 yields that $(\underline{H},+, \mathbb{R})$ is a real vector space, that is

$$
\forall\left(\underline{\boldsymbol{q}}, \underline{\boldsymbol{q}^{\prime}} \in \underline{\mathbb{H}}\right) \alpha \underline{\boldsymbol{q}}+\beta \underline{\boldsymbol{q}}^{\prime} \in \underline{\mathbb{H}} \text { for any } \alpha, \beta \in \mathbb{R} .
$$

Propriety 2.11. (Dual Quaternion Multiplication)
The dual quaternion multiplication operation $\underline{\mathbb{H}} \times \underline{\mathbb{H}} \mapsto \underline{\mathbb{H}}$ takes into account the $\varepsilon^{2}=0$ propriety of the dual numbers, thus being

$$
\begin{equation*}
\underline{\boldsymbol{q}}^{\prime}=\mathcal{P}(\underline{\boldsymbol{q}}) \mathcal{P}\left(\underline{\boldsymbol{q}}^{\prime}\right)+\varepsilon\left(\mathcal{P}(\underline{\boldsymbol{q}}) \mathcal{D}\left(\underline{\boldsymbol{q}}^{\prime}\right)+\mathcal{D}(\underline{\boldsymbol{q}}) \mathcal{P}\left(\underline{\boldsymbol{q}}^{\prime}\right)\right) \tag{2.31}
\end{equation*}
$$

## Propriety 2.12. (Identity and Null Elements)

There exists a neutral element of a quaternion multiplication denoted as $\underline{1} \in \mathbb{H}$ such that $\underline{1} q=q \underline{1}=q$. Stemming from proprieties 2.7-2.12 we have that $(\underline{H},+, \cdot)$ is an algebra.

Remark 2.5. For dual quaternions is still important to highlight that multiplication is both associative and distributive, but non-commutative, as is the case of the quaternions. However, we also highlight that in contrast to quaternion algebra, due to the presence of the dual number $\varepsilon$, the dual quaternion algebra is not a division algebra. Indeed, as will be discussed in Definition (2.10) there is a subset of non-null $\mathbb{H}$ without a inverse definition.

We may also divide dual quaternions into their real and imaginary parts bay using the $\operatorname{Re}(*)$ and $\operatorname{Im}(*)$ operators. For a dual quaternion $\underline{\boldsymbol{q}} \in \underline{\mathbb{H}}$, the real and imaginary parts are respectively given by

$$
\begin{equation*}
\operatorname{Re}(\underline{\boldsymbol{q}}) \triangleq \operatorname{Re}(\mathcal{P}(\underline{\boldsymbol{q}}))+\varepsilon \operatorname{Re}(\mathcal{D}(\underline{\boldsymbol{q}})) \tag{2.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im}(\underline{\boldsymbol{q}}) \triangleq \operatorname{Im}(\mathcal{P}(\underline{\boldsymbol{q}}))+\varepsilon \operatorname{Im}(\mathcal{D}(\underline{\boldsymbol{q}})) . \tag{2.33}
\end{equation*}
$$

From (2.8), (2.32) and (2.33) we may also introduce the dual quaternion conjugate operation. Let $\underline{\boldsymbol{q}}=\mathcal{P}(\underline{\boldsymbol{q}})+$ $\varepsilon \mathcal{D}(\underline{q})$ be a dual quaternion, then

$$
\begin{equation*}
\underline{\boldsymbol{q}}^{*} \triangleq \mathcal{P}(\underline{\boldsymbol{q}})^{*}+\varepsilon \mathcal{D}(\underline{\boldsymbol{q}})^{*} \triangleq \operatorname{Re}(\underline{\boldsymbol{q}})-\operatorname{Im}(\underline{\boldsymbol{q}}) . \tag{2.34}
\end{equation*}
$$

As can be seen, the conjugate of a dual quaternion can be defined both as the conjugate of the quaternions representing the primary and dual parts, or as the real part minus the imaginary one. Furthermore, we can use (2.34) to define the norm and inverse operations.

Let $\underline{q} \in \underline{\mathbb{H}}$, then we may define the dual quaternion's square semi-norm as well as its inverse.
Definition 2.9. (Square Semi-norm) [66] The dual quaternion semi-norm can be defined as

$$
\begin{equation*}
\|\underline{q}\|=\sqrt{\underline{q}^{*} \underline{\boldsymbol{q}}}=\sqrt{\underline{q}_{\underline{q^{*}}}} \tag{2.35}
\end{equation*}
$$

Definition 2.10. (Inverse Operation) [67] Similarly to definition (2.3), the dual quaternion's inverse may be defined as

$$
\begin{equation*}
\underline{\boldsymbol{q}}^{-1}=\frac{\underline{\boldsymbol{q}}^{*}}{\|\underline{\boldsymbol{q}}\|^{2}} \tag{2.36}
\end{equation*}
$$

and only exists if $\mathcal{P}(\underline{\boldsymbol{q}}) \neq 0$ or, in other words, if $\|\underline{\boldsymbol{q}}\| \neq 0^{a}$.

[^3]Remark 2.6. We notice here that this is not strictly a square norm, in which we would expect positive values for all non-zero elements. For the particular case of $\underline{\boldsymbol{q}}=\varepsilon \mathcal{D}(\underline{\boldsymbol{q}})$ the norm will be zero for any element. Thus we define this as the semi-norm rather than as a traditional norm.

Another important aspect of the dual quaternion semi-norm is that, differently from the quaternion norm, its result does not coincide with the euclidian norm, but rather it yields a dual number. This becomes clearer
once we rewrite (2.35) as

$$
\begin{align*}
\|\underline{\boldsymbol{q}}\| & =\sqrt{\underline{\boldsymbol{q}}^{*} \underline{\boldsymbol{q}}} \\
& =\sqrt{\left[\mathcal{P}(\underline{\boldsymbol{q}})^{*} \mathcal{P}(\underline{\boldsymbol{q}})\right]+\varepsilon\left[\mathcal{P}(\underline{\boldsymbol{q}})^{*} \mathcal{D}(\underline{\boldsymbol{q}})+\mathcal{D}(\underline{\boldsymbol{q}})^{* \mathcal{P}}(\underline{\boldsymbol{q}})\right]} \\
& =\sqrt{\|\mathcal{P}(\underline{\boldsymbol{q}})\|^{2}+\varepsilon 2(\mathcal{P}(\underline{\boldsymbol{q}}) \cdot \mathcal{D}(\underline{\boldsymbol{q}}))} \\
& =\sqrt{\left(\|\mathcal{P}(\underline{\boldsymbol{q}})\|+\varepsilon \frac{1}{\|\mathcal{P}(\underline{\boldsymbol{q}})\|}(\mathcal{P}(\underline{\boldsymbol{q}}) \cdot \mathcal{D}(\underline{\boldsymbol{q}}))\right)^{2}} \\
& =\|\mathcal{P}(\underline{\boldsymbol{q}})\|+\varepsilon \frac{1}{\|\mathcal{P}(\underline{\boldsymbol{q}})\|}(\mathcal{P}(\underline{\boldsymbol{q}}) \cdot \mathcal{D}(\underline{\boldsymbol{q}})) . \tag{2.37}
\end{align*}
$$

The dual quaternions also contains quite a few interesting subsets. In fact, the quaternion itself is a subset of dual quaternions ( $\mathbb{R} \subset \mathbb{C} \subset \mathbb{H} \subset \underline{\mathbb{H}}$ ), as are the dual numbers ( $\mathbb{D} \subset \underline{\mathbb{H}}$ ). However, we also have other subsets of interests, such as the dual numbers, pure dual quaternions and unit dual quaternions.

## Pure Dual Quaternions

Much like the pure quaternions, the pure dual quaternions are the subset of quaternions with real part equal to zero $[28,37,66]$. Thus, we may define the subset as

$$
\begin{equation*}
\underline{H}_{0} \triangleq\left\{\underline{\boldsymbol{q}}_{0}=\boldsymbol{q}_{\boldsymbol{P}}+\varepsilon \boldsymbol{q}_{\boldsymbol{D}} \mid \boldsymbol{q}_{\boldsymbol{P}}, \boldsymbol{q}_{\boldsymbol{D}} \in \mathbb{H}_{0}\right\} \tag{2.38}
\end{equation*}
$$

Moreover, as was the case for pure quaternions, the pure dual quaternions can be defined in terms of the conjugate operation. That is, the pure dual quaternions can be defined as the subset $\underline{q}_{0} \in \underline{H}_{0}$ that satisfies

$$
\begin{equation*}
\underline{\boldsymbol{q}}_{0}^{*}=-\underline{\boldsymbol{q}}_{0} . \tag{2.39}
\end{equation*}
$$

Similar to pure quaternions, the elements in $\underline{H}_{0}$ can be deployed into the kinematics and dynamics analysis to compactly express the coupled angular and linear generalized rigid body twist, accelerations, momentum and wrenches [63]. In particular, the primary part of the dual quaternion will usually represent the angular part of the motion and the dual part will deal with the linear velocities, accelerations or forces. We can exploit $\underline{\mathbb{H}}_{0}$ to represent such physical qualities in a coupled manner due to the isomorphic relation they have with $\mathbb{R}^{63}$, these equations of motion will be further explored in Chapter 3. Still, for the remainder of this section we shall explore some other mathematical proprieties of the pure dual quaternions, in particular, the cross and inner products, that, unlike the pure quaternions, do not coincide with their $\mathbb{R}^{6}$ counterparts.

Given two pure dual quaternions $\underline{\boldsymbol{q}}=\boldsymbol{q}_{P}+\boldsymbol{\varepsilon} \boldsymbol{q}_{D}$ and $\underline{\boldsymbol{q}}^{\prime}=\boldsymbol{q}_{P}^{\prime}+\boldsymbol{\varepsilon} \boldsymbol{q}_{D}^{\prime}$
Definition 2.11. (Cross Product) [28] The cross product between two pure dual quaternions is defined in [37] as

$$
\begin{equation*}
\underline{\boldsymbol{q}} \times \underline{\boldsymbol{q}}^{\prime} \triangleq \frac{\underline{\boldsymbol{q} \boldsymbol{q}^{\prime}}-\underline{\boldsymbol{q}}^{\prime} \underline{\boldsymbol{q}}}{2} \tag{2.40}
\end{equation*}
$$

[^4]Definition 2.12. (Inner Product) [28] The pure dual quaternion inner product is defined in [37] as

$$
\begin{equation*}
\underline{\boldsymbol{q}} \cdot \underline{\boldsymbol{q}}^{\prime} \triangleq-\frac{\underline{\boldsymbol{q} \boldsymbol{q}^{\prime}}+\underline{\boldsymbol{q}}^{\prime} \underline{\boldsymbol{q}}}{2} \tag{2.41}
\end{equation*}
$$

Remark 2.7. We highlight here that unlike the inner product of two vector in $\mathbb{R}^{6}$ and the inner product of two pure quaternions, the dual quaternion inner product does not result in a real scalar. It results in a dual number.

A dual number does not always provide us with results that posses clear physical meaning. In order to attain this we must define a new pure dual quaternion operation: the double geodesic product. This new product works by taking the combined real value of the inner product from the primary part and dual parts, as can be seen in the following Definition (2.13).

Definition 2.13. (Double Geodesic Product) Given two pure dual quaternions $\underline{\boldsymbol{q}}=\boldsymbol{q}_{P}+\boldsymbol{\varepsilon} \boldsymbol{q}_{D}$ and $\underline{\boldsymbol{q}}^{\prime}=$ $\boldsymbol{q}_{P}^{\prime}+\boldsymbol{\varepsilon} \boldsymbol{q}_{D}^{\prime}$ we define the double geodesic product as

$$
\begin{equation*}
\underline{\boldsymbol{q}} \odot \underline{\boldsymbol{q}}^{\prime} \triangleq \boldsymbol{q}_{P} \cdot \boldsymbol{q}_{P}^{\prime}+\boldsymbol{q}_{D} \cdot \boldsymbol{q}_{D}^{\prime} \tag{2.42}
\end{equation*}
$$

Remark 2.8. .

Remark 2.9. This product is similar to the Euclidean norm of corresponding vectors and is similar to the double-geodesic metric provided in Bullo and Murray [72] for the rigid body transformations using the group of Euclidean displacements ${ }^{4}$.

Remark 2.10. We also remark here that, from (2.14), we have that the inner product between two quaternions is commutative. As a consequence of this, the individual terms of (2.42) are also commutative, and $\underline{\boldsymbol{q}} \odot \underline{\boldsymbol{q}}^{\prime}=\underline{\boldsymbol{q}}^{\prime} \odot \underline{\boldsymbol{q}}$

## Unit Dual Quaternions

Once more, analogous to unit quaternions, the subset of unit dual quaternions is the one with unit semi-norm

$$
\begin{equation*}
\underline{\boldsymbol{S}} \triangleq\{\underline{\boldsymbol{q}} \in \underline{\mathbb{H}}:\|\underline{\boldsymbol{q}}\|=1\} . \tag{2.43}
\end{equation*}
$$

We stress here that (2.37) implies that $\|\underline{\boldsymbol{q}}\|=1$ if and only if $\|\mathcal{P}(\underline{\boldsymbol{q}})\|=1$ and $\mathcal{P}(\underline{\boldsymbol{q}}) \cdot \mathcal{D}(\underline{\boldsymbol{q}})=0^{5}$. Furthermore, under multiplication the set of unit dual quaternions forms the Lie group $\operatorname{Spin}(3) \ltimes \mathbb{R}^{3}$ [67].

[^5]Definition 2.14. (Unit Dual Quaternion Group) $[66,67]$
The unit dual quaternion group, $\operatorname{Spin}(3) \ltimes \mathbb{R}^{3}$, is defined if the quaternions $\underline{\boldsymbol{q}}_{1}, \underline{\boldsymbol{q}}_{2}$ and $\underline{\boldsymbol{q}}_{3} \in \operatorname{Spin}(3) \ltimes \mathbb{R}^{3}$ have the following proprieties:

1. (Closure) The multiplication of any pair of unit quaternions in $\operatorname{Spin}(3) \ltimes \mathbb{R}^{3}$ results in a unit dual quaternion in the group, thus $\underline{\boldsymbol{q}}_{1} \underline{\boldsymbol{q}}_{2} \in \operatorname{Spin}(3) \ltimes \mathbb{R}^{3}$.
2. (Identity) For all unit dual quaternion in $\operatorname{Spin}(3) \ltimes \mathbb{R}^{3}$ the identity element is defined as $\underline{\mathbf{1}} \triangleq 1$ and $\underline{\boldsymbol{q}} 1=1 \underline{\boldsymbol{q}}=\underline{\boldsymbol{q}}$.
3. (Inverse) The inverse operation exists and may be defined from (2.36) and (2.43). That is, considering the unit semi-norm, (2.36) becomes

$$
\begin{equation*}
\underline{\boldsymbol{q}}^{-1}=\underline{\boldsymbol{q}}^{*} \tag{2.44}
\end{equation*}
$$

4. (Associative) The associative propriety holds $\underline{\boldsymbol{q}}_{1}\left(\underline{\boldsymbol{q}}_{2} \underline{\boldsymbol{q}}_{3}\right)=\left(\underline{\boldsymbol{q}}_{1} \underline{\boldsymbol{q}}_{2}\right) \underline{\boldsymbol{q}}_{3}$

In the same manner the unit quaternions describe a body's attitude, the unit dual quaternions may describe the complete pose of an object, coupling translation and rotation operations. Indeed, much like the homogeneous matrices (see Appendix (A)), the unit dual quaternions represent a complete rigid body motion, having a double cover over the Special Euclidean Group SE(3).

The remainder of this manuscript will explore the use of dual quaternions -including unit dual quaternions and pure dual quaternions- to represent the kinematics and dynamics of a body, particularly the dynamics of a serial manipulator.

### 2.1.3.1 Isomorphism to $\mathbb{R}^{8}$ and $\mathbb{R}^{6}$

In Subsection 2.1.1.1 we have discussed how the quaternions and pure quaternions are isomorphic to $\mathbb{R}^{4}$ and $\mathbb{R}^{3}$, and how we may exploit this characteristic in order to define an operator the can map the two groups. This notion can also be extended to the dual quaternions and the pure dual quaternions and, as was the case in Subsection 2.1.1.1, the results this mapping yields are also important for expanding some proprieties of the dual quaternions and will also be discussed in depth in section 2.1.4.

Here, however, we will present here the dual quaternion equivalent for equation (2.18), the vector operator: $\operatorname{vec}_{8}: \underline{H} \longrightarrow \mathbb{R}^{8}$. This is an one-by-one map between dual quaternions and vector, such as, for a dual quaternion $\underline{\boldsymbol{q}}=\mathcal{P}(\underline{\boldsymbol{q}})+\varepsilon \mathcal{D}(\underline{\boldsymbol{q}})$, we have

$$
\operatorname{vec}_{8} \underline{\boldsymbol{q}} \triangleq\left[\begin{array}{c}
\operatorname{vec}_{4}(\mathcal{P}(\underline{\boldsymbol{q}}))  \tag{2.45}\\
\operatorname{vec}_{4}(\mathcal{D}(\underline{\boldsymbol{q}}))
\end{array}\right],
$$

and similarly the inverse operation is defined as $\underline{v e c_{8}}: \mathbb{R}^{8} \longrightarrow \underline{\mathbb{H}}$.
Regarding the pure dual quaternions we have the operator vec ${ }_{6}: \underline{H}_{0} \longrightarrow \mathbb{R}^{6}$ which can map a pure quaternion such as $\underline{\boldsymbol{q}}_{0}=\mathcal{P}\left(\underline{\boldsymbol{q}}_{0}\right)+\varepsilon \mathcal{D}\left(\underline{\boldsymbol{q}}_{0}\right)$ to $\mathbb{R}^{6}$ through the function

$$
\operatorname{vec}_{6} \underline{\boldsymbol{q}}_{0} \triangleq\left[\begin{array}{c}
\operatorname{vec}_{3}\left(\mathcal{P}\left(\underline{\boldsymbol{q}}_{0}\right)\right)  \tag{2.46}\\
\operatorname{vec}_{3}\left(\mathcal{D}\left(\underline{\boldsymbol{q}}_{0}\right)\right)
\end{array}\right]
$$

with the inverse mapping being defined as $\underline{\text { vec }_{6}}: \mathbb{R}^{6} \longrightarrow \underline{\mathbb{H}}_{0}[28,37,66]$.

### 2.1.4 Linear Transformations

Whenever studying quaternion or dual quaternion algebra, the multiplication is always a delicate matter to be addressed. Besides the issues that may arise with the non-commutativity of the multiplication, stated in Definitions (2.5) and (2.11), we have also a need to properly address how linear transformations operate in this algebra, specially those concerning the quaternion-matrix multiplication.

Stemming from (2.18) we have a simple manner to multiply a quaternion by a matrix. That is, by exploiting the isomorphism between $\mathbb{H}$ and $\mathbb{R}^{4}$ we may perform ope rations such

$$
\begin{equation*}
\boldsymbol{q}^{\prime}=\underline{\operatorname{vec}}_{4}\left(\boldsymbol{M} \operatorname{vec}_{4}(\boldsymbol{q})\right), \tag{2.47}
\end{equation*}
$$

in which $\boldsymbol{q}$ and $\boldsymbol{q}^{\prime} \in \mathbb{H}$ and $\boldsymbol{M} \in \mathbb{R}^{4 \times 4}$.
Similarly we may also exploit (2.45) and the isomorphism of $\mathbb{H}$ to $\mathbb{R}^{8}$ in order to multiply dual quaternions by matrices. Thus, let $\underline{q}$ and $\underline{\boldsymbol{q}}^{\prime} \in \underline{\mathbb{H}}$ and $\boldsymbol{N} \in \mathbb{R}^{8 \times 8}$, then DQ by matrix multiplication is

$$
\begin{equation*}
\underline{\boldsymbol{q}}^{\prime}=\underline{\operatorname{vec}}_{8}(\boldsymbol{N v e c}(\underline{\boldsymbol{q}})) . \tag{2.48}
\end{equation*}
$$

Furthermore, the transformations given in (2.47) and (2.48) can be also expressed solely in quaternion (or dual quaternion) form.

Thus (2.47) may be rewritten as the operator $\mathcal{T}_{4}$ mapping an operation such as (2.47) to a quaternion without the need to go to $\mathbb{R}^{4}$ and $\mathbb{R}^{4 \times 4}$, yielding a matrix linear transformation such as

$$
\begin{equation*}
\mathcal{T}_{4}(\boldsymbol{M}) \boldsymbol{q}=\boldsymbol{m}_{\mathbf{1}} q_{1}+\boldsymbol{m}_{2} q_{2}+\boldsymbol{m}_{3} q_{3}+\boldsymbol{m}_{\mathbf{4}} q_{4} \tag{2.49}
\end{equation*}
$$

with $\boldsymbol{M}=\left[\begin{array}{llll}\boldsymbol{m}_{1} & \boldsymbol{m}_{2} & \boldsymbol{m}_{3} & \boldsymbol{m}_{4}\end{array}\right]$ being a vector of quaternions $\boldsymbol{m}_{i} \in \mathbb{H}$ and $\boldsymbol{q}=q_{1}+q_{2} \hat{\imath}+q_{3} \hat{\jmath}+q_{4} \hat{k} \in \mathbb{H}$. In the same manner,

$$
\begin{equation*}
\mathcal{T}_{8}(\underline{\boldsymbol{N}}) \underline{\boldsymbol{q}}=\underline{\boldsymbol{n}}_{1} q_{1}+\underline{\boldsymbol{n}}_{2} q_{2}+\underline{\boldsymbol{n}}_{3} q_{3}+\underline{\boldsymbol{n}}_{4} q_{4}+\underline{\boldsymbol{n}}_{5} q_{5}+\underline{\boldsymbol{n}}_{6} q_{6}+\underline{\boldsymbol{n}}_{7} q_{7}+\underline{\boldsymbol{n}}_{8} q_{8} \tag{2.50}
\end{equation*}
$$

in which $\underline{\boldsymbol{N}}=\left[\begin{array}{llllllll}\underline{\boldsymbol{n}}_{1} & \underline{\boldsymbol{n}}_{2} & \underline{\boldsymbol{n}}_{3} & \underline{\boldsymbol{n}}_{4} & \underline{\boldsymbol{n}}_{5} & \underline{\boldsymbol{n}}_{6} & \underline{\boldsymbol{n}}_{7} & \underline{\boldsymbol{n}}_{8}\end{array}\right]$ being a vector of dual quaternions $\boldsymbol{n}_{i} \in \underline{\mathbb{H}}$ and $\underline{\boldsymbol{q}}=q_{1}+q_{2} \hat{\imath}+q_{3} \hat{\jmath}+q_{4} \hat{k}+\varepsilon\left(q_{5}+q_{6} \hat{\imath}+q_{7} \hat{\jmath}+q_{8} \hat{k}\right) \in \underline{\mathbb{H}}$.

As previously discussed it is well-known that $\mathbb{H}$ is non-commutative, and the same is valid for the dual quaternions. Indeed, as discussed in Definitions 2.5 and 2.11 , if $\underline{\boldsymbol{a}}$ and $\underline{\boldsymbol{b}}$ are dual quaternions, then $\underline{\boldsymbol{a} \boldsymbol{b}} \neq \underline{\boldsymbol{b} \boldsymbol{a}}$. However, we may deal with this lack of commutativity with the approach proposed in [28,37]. That is, by taking the matrix algebra representation of quaternions or dual quaternions.

In [74], the quaternion commutativity is obtained by changes in the sign of the resulting matrix representation which is isomorphic to the quaternion group. The resulting orthogonal matrix is known as the Hamilton operator $\stackrel{ \pm}{\boldsymbol{H}}(\boldsymbol{x}) \in \mathbb{R}^{4 \times 4}$ of the quaternion element $\boldsymbol{x}[70,75]$. Thus, from (2.47), two quaternions $\boldsymbol{a}$ and $\boldsymbol{b}$ can commute as follows

$$
\begin{equation*}
\boldsymbol{y}=\boldsymbol{a} \boldsymbol{b}=\underline{\operatorname{vec}}_{4}\left(\stackrel{+}{\boldsymbol{H}}(\boldsymbol{a}) \operatorname{vec}_{4} \boldsymbol{b}\right)=\underline{\operatorname{vec}}_{4}\left(\overline{\boldsymbol{H}}(\boldsymbol{b}) \operatorname{vec}_{4} \boldsymbol{a}\right), \tag{2.51}
\end{equation*}
$$

in which the Hamilton operators for the right and left multiplications can be computed from the matrix representation of a quaternion such as $\boldsymbol{x}=x_{1}+x_{2} \hat{\imath}+x_{3} \hat{\jmath}+x_{4} \hat{k}$,

$$
\stackrel{+}{\boldsymbol{H}}(\boldsymbol{x}) \triangleq\left[\begin{array}{cccc}
x_{1} & -x_{2} & -x_{3} & -x_{4}  \tag{2.52}\\
x_{2} & x_{1} & -x_{4} & x_{3} \\
x_{3} & x_{4} & x_{1} & -x_{2} \\
x_{4} & -x_{3} & x_{2} & x_{1}
\end{array}\right] \text { and } \overline{\boldsymbol{H}}(\boldsymbol{x}) \triangleq\left[\begin{array}{cccc}
x_{1} & -x_{2} & -x_{3} & -x_{4} \\
x_{2} & x_{1} & x_{4} & -x_{3} \\
x_{3} & -x_{4} & x_{1} & x_{2} \\
x_{4} & x_{3} & -x_{2} & x_{1}
\end{array}\right]
$$

To reduce the notation of (2.52) we may note that the columns of the Hamiltonians are the orthogonal vectors from $x$, thus

$$
\begin{align*}
\stackrel{+}{\boldsymbol{H}}(\boldsymbol{x}) & =\left[\begin{array}{lll}
\operatorname{vec}_{4} \boldsymbol{x} & \operatorname{vec}_{4}(\boldsymbol{x} \hat{\imath}) & \operatorname{vec}_{4}(\boldsymbol{x} \hat{\jmath}) \\
\operatorname{vec}_{4}(\boldsymbol{x} \hat{k})
\end{array}\right]  \tag{2.53}\\
\overline{\boldsymbol{H}}(\boldsymbol{x}) & =\left[\begin{array}{lll}
\operatorname{vec}_{4} \boldsymbol{x} & \operatorname{vec}_{4}(\hat{\imath} \boldsymbol{x}) & \operatorname{vec}_{4}(\hat{\jmath} \boldsymbol{x}) \\
\operatorname{vec}_{4}(\hat{k} \boldsymbol{x})
\end{array}\right]
\end{align*}
$$

We note that we have only been exploiting a matrix formulation for allowing the commutative propriety, however, in this manuscript, we are more interested on the solutions that are defined within the quaternion group, without needing to perform mapping to $\mathbb{R}^{4}$. One such solution can exploit (2.13) and extend it to $\mathbb{H}$, thus resulting in commutation for $\boldsymbol{a}$ and $\boldsymbol{b} \in \mathbb{H}$ becoming

$$
\begin{equation*}
\boldsymbol{a} \boldsymbol{b}=\boldsymbol{b} \boldsymbol{a}-2 \operatorname{Im}(\boldsymbol{b}) \times \operatorname{Im}(\boldsymbol{a}) . \tag{2.54}
\end{equation*}
$$

Indeed, this simplifies the equations and quickens the computation. Nonetheless, the solution (2.54) is still complex and we are more interested in easier, less computationally demanding and intuitive solutions. Thus, by exploiting (2.49), in Definition 2.15 we present a quaternion representation of (2.53).

Definition 2.15. (Quaternion Hamiltonian) Given two quaternions $\boldsymbol{a}$ and $\boldsymbol{b}$, the transformation based on the quaternion multiplication (2.5) can commute within the group by exploiting the operators $\stackrel{+}{\boldsymbol{h}}: \mathbb{H} \times \mathbb{H} \longrightarrow \mathbb{H}$ and $\overline{\boldsymbol{h}}: \mathbb{H} \times \mathbb{H} \longrightarrow \mathbb{H}$, such that

$$
\begin{align*}
\boldsymbol{y}=\boldsymbol{a} \boldsymbol{b} & =\stackrel{+}{\boldsymbol{h}}(\boldsymbol{a}) \boldsymbol{b}=\boldsymbol{a} b_{0}+\boldsymbol{a} \hat{\imath} b_{1}+\boldsymbol{a} \hat{\jmath} b_{2}+\boldsymbol{a} \hat{k} b_{3}  \tag{2.55}\\
& =\stackrel{-}{\boldsymbol{h}}(\boldsymbol{b}) \boldsymbol{a}=\boldsymbol{b} a_{0}+\hat{\imath} \boldsymbol{b} a_{1}+\hat{\jmath} \boldsymbol{b} a_{2}+\hat{k} \boldsymbol{b} a_{3}
\end{align*}
$$

We highlight here that the operations in (2.55) are equivalent to the ones in (2.52).

The main advantage of the quaternion-Hamiltonian in (2.55) is that it is defined only as quaternion multiplication by scalars without the tedious and costly operation of mapping quaternions to $\mathbb{R}^{4}$ and $\mathbb{R}^{4 \times 4}$ and back to $\mathbb{H}$. Hence, all operations are defined within the group in a more compact and intuitive format.

Much like their quaternion counterpart, dual quaternions have a matrix algebra operator that can allow the commutation of elements. This can be obtained based on a $\mathbb{R}^{8 \times 8}$ multiplication by the vector representation of a dual quaternion element-and, then mapped back to $\underline{\mathbb{H}}$-as in $[28,66]$. Thus, for $\underline{\boldsymbol{a}}$ and $\underline{\boldsymbol{b}} \in \underline{\mathbb{H}}$, and from (2.31) we have

$$
\begin{equation*}
\underline{\boldsymbol{y}}=\underline{\boldsymbol{a} \boldsymbol{b}}=\underline{\mathrm{vec}}_{8}\left(\underline{+} \underline{\boldsymbol{H}}(\underline{\boldsymbol{a}}) \mathrm{vec}_{8} \underline{\boldsymbol{b}}\right)=\underline{\mathrm{vec}}_{8}\left(\underline{\overline{\boldsymbol{H}}}(\boldsymbol{b}) \operatorname{vec}_{4} \boldsymbol{a}\right) \tag{2.56}
\end{equation*}
$$

in which, this time, the dual quaternion Hamiltonians is defined from (2.52) as and with $\underline{\boldsymbol{x}}=\boldsymbol{x}_{P}+\varepsilon \boldsymbol{x}_{D} \in \mathbb{H}$

$$
\underline{+}\left(\underline{\boldsymbol{H}}(\underline{\boldsymbol{x}})=\left[\begin{array}{cc}
\stackrel{+}{\boldsymbol{H}}\left(\boldsymbol{x}_{P}\right) & 0  \tag{2.57}\\
\stackrel{+}{\boldsymbol{H}}\left(\boldsymbol{x}_{D}\right) & \stackrel{+}{\boldsymbol{H}}\left(\boldsymbol{x}_{P}\right)
\end{array}\right] \text { and } \underline{\overline{\boldsymbol{H}}}(\underline{\boldsymbol{x}})=\left[\begin{array}{cc}
\overline{\boldsymbol{H}}\left(\boldsymbol{x}_{P}\right) & 0 \\
\overline{\boldsymbol{H}}\left(\boldsymbol{x}_{D}\right) & \overline{\boldsymbol{H}}\left(\boldsymbol{x}_{P}\right)
\end{array}\right]\right.
$$

In contrast, [70] introduces the concept of orthogonal dual matrix combining the Hamilton operator matrix for quaternions (in 2.52) with dual unit $\varepsilon$. Herein, to commute between dual quaternions we take a similar approach based on the direct product of dual numbers with quaternion Hamiltonian operators of Definition 2.15, thus we have Definition 2.16.

Definition 2.16. (Dual Quaternion Hamiltonian ) Given two dual quaternions $\underline{\boldsymbol{a}}$ and $\underline{\boldsymbol{b}}$ the he transformation based on the operation $\underline{\boldsymbol{y}}=\underline{\boldsymbol{a}} \underline{\boldsymbol{b}}$ in (2.31) can commute within the group by exploiting the operators $\underline{+}: \underline{\mathbb{H}} \times \underline{\mathbb{H}} \longrightarrow \underline{\mathbb{H}}$ and $\overline{\boldsymbol{h}}: \underline{\mathbb{H}} \times \underline{\mathbb{H}} \longrightarrow \underline{\mathbb{H}}$, such that

$$
\begin{align*}
\underline{\boldsymbol{y}} & =\underline{+} \underline{\boldsymbol{h}}(\underline{\boldsymbol{a}}) \underline{\boldsymbol{b}}=\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{a}_{P}\right) \boldsymbol{b}_{P}+\varepsilon\left(\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{a}_{P}\right) \boldsymbol{b}_{D}+\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{a}_{D}\right) \boldsymbol{b}_{P}\right)  \tag{2.58}\\
& \underline{-} \underline{\boldsymbol{h}}(\underline{\boldsymbol{b}}) \underline{\boldsymbol{a}}=\stackrel{-}{\boldsymbol{h}}\left(\boldsymbol{b}_{P}\right) \boldsymbol{a}_{P}+\varepsilon\left(\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{b}_{P}\right) \boldsymbol{a}_{D}+\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{b}_{D}\right) \boldsymbol{a}_{P}\right)
\end{align*}
$$

in which $\underline{\boldsymbol{a}}=\boldsymbol{a}_{P}+\varepsilon \boldsymbol{a}_{D}$ and $\underline{\boldsymbol{b}}=\boldsymbol{b}_{P}+\varepsilon \boldsymbol{b}_{D}$, and $\underline{+}$ and $\underline{\overline{\boldsymbol{h}}}$ yields an orthogonal dual matrix as described in [70].

Note the operators $\underline{+} \underline{\boldsymbol{h}}$ and $\underline{\overline{\boldsymbol{h}}}$ are similar to the dual matrix described in [70], yet it maps to a dual quaternion element. In other words, similarly to quaternion Hamiltonian operation in (2.55), the operations described in (2.58) are exclusively defined within the algebra of dual quaternions with no need to external mapping.

### 2.1.5 Dual Quaternion Vectors and Matrices

Although not very usual in the literature, we believe it to be quite important to also describe how dual quaternion vectors and dual quaternion matrices work ${ }^{6}$, as well as their main proprieties. Indeed, although the formalism for dual quaternion matrices and vectors might be intuitive, we also list this section as one of our contributions to the literature, as we have not found any references formally describing this mathematical structures.

Following the traditional vector formalism, we may define a dual quaternion vector as

$$
\underline{\mathbb{H}}^{n} \triangleq\left\{\left[\begin{array}{lllll}
\underline{\boldsymbol{q}}_{1} & \underline{\boldsymbol{q}}_{2} & \underline{\boldsymbol{q}}_{3} & \cdots & \underline{\boldsymbol{q}}_{n} \tag{2.59}
\end{array}\right]^{T}: \underline{\boldsymbol{q}}_{i} \in \underline{\mathbb{H}}, i \in\{1,2, \ldots, n\}\right\}
$$

With one important propriety of the dual quaternion vectors being the transpose operation and the conjugate

[^6]operation. Thus, given the dual quaternion vector $\underline{\boldsymbol{Q}}=\left[\begin{array}{c}\underline{\boldsymbol{q}}_{1} \\ \underline{\boldsymbol{q}}_{2} \\ \underline{\boldsymbol{q}}_{3} \\ \vdots \\ \underline{\boldsymbol{q}}_{n}\end{array}\right] \in \underline{\mathbb{H}}^{n}$, we may also define its transpose as

$$
\underline{\boldsymbol{Q}}^{T} \triangleq\left[\begin{array}{lllll}
\boldsymbol{q}_{1} & \underline{\boldsymbol{q}}_{2} & \underline{\boldsymbol{q}}_{3} & \cdots & \underline{\boldsymbol{q}}_{n} \tag{2.60}
\end{array}\right]
$$

and its conjugate as

$$
\underline{\boldsymbol{Q}}^{*}=\left[\begin{array}{c}
\underline{\boldsymbol{q}}_{1}^{*}  \tag{2.61}\\
\underline{\boldsymbol{q}}_{2}^{*} \\
\underline{\boldsymbol{q}}_{3}^{*} \\
\vdots \\
\underline{\boldsymbol{q}}_{n}^{*}
\end{array}\right] .
$$

Moreover, we may also define some proprieties of the dual quaternion vector, such as the addition in Propriety 2.13.

Propriety 2.13. (Dual Quaternion Vector Addition) Given two dual quaternions vectors such as $\underline{\boldsymbol{Q}}=$ $\underset{\left(\mathbb{H}^{n}\right.}{\left.\left[\begin{array}{llll}\boldsymbol{q}_{1} & \underline{\boldsymbol{q}}_{2} & \underline{\boldsymbol{q}}_{3} & \cdots \\ \longrightarrow & \underline{\boldsymbol{q}}_{n}\end{array}\right] \in \mathbb{H}^{n}\right) \text { can be defined as }} \underline{\mathbb{H}}^{n}$ and $\underline{\boldsymbol{Q}}^{\prime}=\left[\begin{array}{lllll}\underline{\boldsymbol{q}}_{1}^{\prime} & \underline{\boldsymbol{q}}_{2}^{\prime} & \underline{\boldsymbol{q}}_{3}^{\prime} & \cdots & \underline{\boldsymbol{q}}_{n}^{\prime}\end{array}\right] \in \underline{\mathbb{H}}^{n}$ the addition operation

$$
\underline{\boldsymbol{Q}}+\underline{\boldsymbol{Q}}^{\prime}:=\left[\begin{array}{lllll}
\underline{\boldsymbol{q}}_{1}+\underline{\boldsymbol{q}}_{1}^{\prime} & \underline{\boldsymbol{q}}_{2}+\underline{\boldsymbol{q}}_{2}^{\prime} & \underline{\boldsymbol{q}}_{3}+\underline{\boldsymbol{q}}_{3}^{\prime} & \cdots & \underline{\boldsymbol{q}}_{n}+\underline{\boldsymbol{q}}_{n}^{\prime} \tag{2.62}
\end{array}\right]
$$

in which the individual elements of the vector are calculated by the dual quaternion addition in (2.29).
Propriety 2.14. (Dual Quaternion Vector Multiplication) Given two dual quaternions vectors such as $\underline{\boldsymbol{Q}}=$ $\left[\begin{array}{lllll}\underline{\boldsymbol{q}}_{1} & \underline{\boldsymbol{q}}_{2} & \underline{\boldsymbol{q}}_{3} & \cdots & \underline{\boldsymbol{q}}_{n}\end{array}\right] \in \underline{\mathbb{H}}^{n}$ and $\underline{\boldsymbol{Q}}^{\prime}=\left[\begin{array}{lllll}\underline{\boldsymbol{q}}_{1}^{\prime} & \underline{\boldsymbol{q}}_{2}^{\prime} & \underline{\boldsymbol{q}}_{3}^{\prime} & \cdots & \underline{\boldsymbol{q}}_{n}^{\prime}\end{array}\right] \in \underline{\mathbb{H}}^{n}$ the multiplication operation $\left(\mathbb{H}^{n} \times\left(\mathbb{H}^{n}\right)^{T} \longrightarrow \mathbb{H}\right.$ ) can be defined as

$$
\begin{equation*}
\underline{\boldsymbol{Q}}\left(\underline{\boldsymbol{Q}}^{\prime}\right)^{T}=\underline{\boldsymbol{q}}_{1} \underline{\boldsymbol{q}}_{1}^{\prime}+\underline{\boldsymbol{q}}_{2} \underline{\boldsymbol{q}}_{2}^{\prime}+\underline{\boldsymbol{q}}_{3} \underline{\boldsymbol{q}}_{3}^{\prime}+\ldots+\underline{\boldsymbol{q}}_{n} \underline{\boldsymbol{q}}_{n}^{\prime} \tag{2.63}
\end{equation*}
$$

in which the product between two dual quaternions is defined in (2.31) and the addition is in (2.29).

Dual quaternion vectors can be very useful in some applications, as we will see in Chapter 4. However, we may also find it necessary, in many cases, to further expand these vectors to their matrix notation. Thus, similarly to (2.59) we may define the dual quaternion matrix as

$$
\underline{\mathbb{H}}^{n \times m} \triangleq\left\{\left[\begin{array}{cccc}
\underline{\boldsymbol{q}}_{1,1} & \underline{\boldsymbol{q}}_{1,2} & \cdots & \underline{\boldsymbol{q}}_{1, m}  \tag{2.64}\\
\underline{\boldsymbol{q}}_{2,1} & \underline{\boldsymbol{q}}_{2,2} & \cdots & \underline{\boldsymbol{q}}_{2, m} \\
\vdots & \vdots & \ddots & \vdots \\
\underline{\boldsymbol{q}}_{n, 1} & \underline{\boldsymbol{q}}_{n, 2} & \cdots & \underline{\boldsymbol{q}}_{n, m}
\end{array}\right]: \underline{\boldsymbol{q}}_{i, j} \in \underline{\mathbb{H}}, i \in\{1,2, \ldots, n\} \text { and } j \in\{1,2, \ldots, m\}\right\} .
$$

In this case, the elements may be combined similarly to how they are in real matrix notation to perform a number of operations.

Furthermore, in Proprieties 2.15 and 2.16 we show the addition and multiplication.

Given two dual quaternion matrices such as $\underline{\boldsymbol{Q}}=\left[\begin{array}{cccc}\underline{\boldsymbol{q}}_{1,1} & \underline{\boldsymbol{q}}_{1,2} & \cdots & \underline{\boldsymbol{q}}_{1, m} \\ \underline{\boldsymbol{q}}_{2,1} & \underline{\boldsymbol{q}}_{2,2} & \cdots & \underline{\boldsymbol{q}}_{2, m} \\ \vdots & \vdots & \ddots & \vdots \\ \underline{\boldsymbol{q}}_{n, 1} & \underline{\boldsymbol{q}}_{n, 2} & \cdots & \underline{\boldsymbol{q}}_{n, m}\end{array}\right] \in \underline{\mathbb{H}}^{n \times m}$ and $\underline{\boldsymbol{Q}^{\prime}}=$

$$
\left[\begin{array}{cccc}
\underline{\boldsymbol{q}}_{1,1}^{\prime} & \underline{\boldsymbol{q}}_{1,2}^{\prime} & \cdots & \underline{\boldsymbol{q}}_{1, m}^{\prime} \\
\underline{\boldsymbol{q}}_{2,1}^{\prime} & \underline{\boldsymbol{q}}_{2,2}^{\prime} & \cdots & \underline{\boldsymbol{q}}_{2, m}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
\underline{\boldsymbol{q}}_{n, 1}^{\prime} & \underline{\boldsymbol{q}}_{n, 2}^{\prime} & \cdots & \underline{\boldsymbol{q}}_{n, m}^{\prime}
\end{array}\right] \in \underline{\mathbb{H}}^{n \times m} \text { we define the operations bellow. }
$$

Propriety 2.15. (Dual Quaternion Matrix Addition) The addition operation such that $\mathbb{H}^{n \times m} \times \mathbb{H}^{n \times m} \longrightarrow$ $\mathbb{H}^{n \times m}$ can be defined as

$$
\underline{\boldsymbol{Q}}+\underline{\boldsymbol{Q}}^{\prime}=\left[\begin{array}{cccc}
\underline{\boldsymbol{q}}_{1,1}+\underline{\boldsymbol{q}}_{1,1}^{\prime} & \underline{\boldsymbol{q}}_{1,2}+\underline{\boldsymbol{q}}_{1,2}^{\prime} & \cdots & \underline{\boldsymbol{q}}_{1, m}+\underline{\boldsymbol{q}}_{1, m}^{\prime}  \tag{2.65}\\
\underline{\boldsymbol{q}}_{2,1}+\underline{\boldsymbol{q}}_{2,1}^{\prime} & \underline{\boldsymbol{q}}_{2,2}+\underline{\boldsymbol{q}}_{2,2}^{\prime} & \cdots & \underline{\boldsymbol{q}}_{2, m}+\underline{\boldsymbol{q}}_{2, m}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
\underline{\boldsymbol{q}}_{n, 1}+\underline{\boldsymbol{q}}_{n, 1}^{\prime} & \underline{\boldsymbol{q}}_{n, 2}+\underline{\boldsymbol{q}}_{n, 2}^{\prime} & \cdots & \underline{\boldsymbol{q}}_{n, m}+\underline{\boldsymbol{q}}_{n, m}^{\prime}
\end{array}\right] \text {, }
$$

in which the individual elements of the vector calculated through the dual quaternion addition in (2.29)
Propriety 2.16. (Dual Quaternion Matrix Multiplication) The multiplication operation, such that $\mathbb{H}^{n \times m} \times$ $\mathbb{H}^{m \times n} \longrightarrow \mathbb{H}^{n \times n}$, can be defined as

$$
\underline{\boldsymbol{Q}}\left(\underline{\boldsymbol{Q}}^{\prime}\right)^{T}=\left[\begin{array}{ccc}
\underline{\boldsymbol{q}}_{1,1} \underline{\boldsymbol{q}}_{1,1}^{\prime}+\underline{\boldsymbol{q}}_{1,2} \underline{\boldsymbol{q}}_{1,2}^{\prime}+\ldots+\underline{\boldsymbol{q}}_{1, m} \underline{\boldsymbol{q}}_{1, m}^{\prime} & \cdots & \underline{\boldsymbol{q}}_{1,1} \underline{\boldsymbol{q}}_{n, 1}^{\prime}+\underline{\boldsymbol{q}}_{1,2} \underline{\boldsymbol{q}}_{n, 2}^{\prime}+\ldots+\underline{\boldsymbol{q}}_{1, m} \underline{\boldsymbol{q}}_{n, m}^{\prime} \\
\underline{\boldsymbol{q}}_{2,1} \underline{\boldsymbol{q}}_{1,1}^{\prime}+\underline{\boldsymbol{q}}_{2,2} \underline{\boldsymbol{q}}_{1,2}^{\prime}+\ldots+\underline{\boldsymbol{q}}_{2, m} \underline{\boldsymbol{q}}_{1, m}^{\prime} & \cdots & \underline{\boldsymbol{q}}_{2,1} \underline{\boldsymbol{q}}_{n, 1}^{\prime}+\underline{\boldsymbol{q}}_{2,2} \underline{\boldsymbol{q}}_{n, 2}^{\prime}+\ldots+\underline{\boldsymbol{q}}_{2, m} \underline{\boldsymbol{q}}_{n, m}^{\prime} \\
\vdots & \ddots & \vdots \\
\underline{\boldsymbol{q}}_{n, 1} \underline{\boldsymbol{q}}_{1,1}^{\prime}+\underline{\boldsymbol{q}}_{n, 2} \underline{\boldsymbol{q}}_{1,2}^{\prime}+\ldots+\underline{\boldsymbol{q}}_{n, m} \underline{\boldsymbol{q}}_{1, m}^{\prime} & \cdots & \underline{\boldsymbol{q}}_{n, 1} \underline{\boldsymbol{q}}_{n, 1}^{\prime}+\underline{\boldsymbol{q}}_{n, 2} \underline{\boldsymbol{q}}_{n, 2}^{\prime}+\ldots+\underline{\boldsymbol{q}}_{n, m} \underline{\boldsymbol{q}}_{n, m}^{\prime}
\end{array}\right]
$$

Remark 2.11. The dual quaternions vector multiplication defined in Propriety 2.14 is one particular case of dual quaternion matrix multiplication, in which we are multiplying $\mathbb{H}^{1 \times n} \times \mathbb{H}^{n \times 1}=\mathbb{H}^{1 \times 1}$.

As was the case for the vector, we have both the transposed and the conjugate operations. That is, given the dual quaternion matrix $\underline{\boldsymbol{Q}}=\left[\begin{array}{cccc}\underline{\boldsymbol{q}}_{1,1} & \underline{\boldsymbol{q}}_{1,2} & \cdots & \underline{\boldsymbol{q}}_{1, m} \\ \underline{\boldsymbol{q}}_{2,1} & \underline{\boldsymbol{q}}_{2,2} & \cdots & \underline{\boldsymbol{q}}_{2, m} \\ \vdots & \vdots & \ddots & \vdots \\ \underline{\boldsymbol{q}}_{n, 1} & \underline{\boldsymbol{q}}_{n, 2} & \cdots & \underline{\boldsymbol{q}}_{n, m}\end{array}\right] \in \underline{\mathbb{H}}^{n \times m}$, we have the transpose operation being the "swapping" of the matrix's elements such as $\underline{\boldsymbol{q}}_{i, j}$ in which $i \neq j$, resulting in

$$
\underline{\boldsymbol{Q}}^{T}=\left[\begin{array}{cccc}
\underline{\boldsymbol{q}}_{1,1} & \underline{\boldsymbol{q}}_{2,1} & \cdots & \underline{\boldsymbol{q}}_{n, 1}  \tag{2.67}\\
\underline{\boldsymbol{q}}_{1,2} & \underline{\boldsymbol{q}}_{2,2} & \cdots & \underline{\boldsymbol{q}}_{n, 2} \\
\vdots & \vdots & \ddots & \vdots \\
\underline{\boldsymbol{q}}_{1, m} & \underline{\boldsymbol{q}}_{2, m} & \cdots & \underline{\boldsymbol{q}}_{n, m}
\end{array}\right]
$$

Regarding the conjugate, for the same matrix $\underline{\boldsymbol{Q}}$, we have

$$
\underline{\boldsymbol{Q}}^{*}=\left[\begin{array}{cccc}
\underline{\boldsymbol{q}}_{1,1}^{*} & \underline{\boldsymbol{q}}_{1,2}^{*} & \cdots & \underline{\boldsymbol{q}}_{1, m}^{*}  \tag{2.68}\\
\underline{\boldsymbol{q}}_{2,1}^{*} & \underline{\boldsymbol{q}}_{2,2}^{*} & \cdots & \underline{\boldsymbol{q}}_{2, m}^{*} \\
\vdots & \vdots & \ddots & \vdots \\
\underline{\boldsymbol{q}}_{n, 1}^{*} & \underline{\boldsymbol{q}}_{n, 2}^{*} & \cdots & \underline{\boldsymbol{q}}_{n, m}^{*}
\end{array}\right]
$$

with each $\underline{\boldsymbol{q}}_{i, j}^{*}$ being the dual quaternion conjugate as in 2.34 .
Finally, to close off this section, we must add that a subgroup for both the dual quaternion vector as the dual quaternion matrices can be the one in which the the individual elements of the vector (or matrix) is a pure quaternion. That is, the pure dual quaternion vector could be defined as

$$
\underline{\mathbb{H}}_{\mathbf{0}}^{n} \triangleq\left\{\left[\begin{array}{lllll}
\underline{\boldsymbol{q}}_{1} & \underline{\boldsymbol{q}}_{2} & \underline{\boldsymbol{q}}_{3} & \cdots & \underline{\boldsymbol{q}}_{n} \tag{2.69}
\end{array}\right]^{T}: \underline{\boldsymbol{q}}_{i} \in \underline{\mathbb{H}}_{0}, i \in\{1,2, \ldots, n\}\right\}
$$

and the pure dual quaternion matrix would be

$$
\underline{\mathbb{H}}_{\mathbf{0}}^{n \times m} \triangleq\left\{\left[\begin{array}{cccc}
\underline{\boldsymbol{q}}_{1,1} & \underline{\boldsymbol{q}}_{1,2} & \cdots & \underline{\boldsymbol{q}}_{1, m}  \tag{2.70}\\
\underline{\boldsymbol{q}}_{2,1} & \underline{\boldsymbol{q}}_{2,2} & \cdots & \underline{\boldsymbol{q}}_{2, m} \\
\vdots & \vdots & \ddots & \vdots \\
\underline{\boldsymbol{q}}_{n, 1} & \underline{\boldsymbol{q}}_{n, 2} & \cdots & \underline{\boldsymbol{q}}_{n, m}
\end{array}\right]: \underline{\boldsymbol{q}}_{i, j} \in \underline{\mathbb{H}}_{0}, i \in\{1,2, \ldots, n\} \text { and } j \in\{1,2, \ldots, m\}\right\} .
$$

Regarding the pure dual quaternion vectors we can also define three very important operations: the elementwise cross product, the element-wise inner product and the element-wise double geodesic product. All this operations take advantage of their equivalents in $\underline{H}_{0}$ and perform these operations between every two pairs of pure dual quaternions in the vector. This can be better illustrated by Definitions 2.17 to 2.19 .

Definition 2.17. (DQ-Vec Cross Product) Let $\underline{\boldsymbol{P}}_{1}=\left[\begin{array}{llll}\underline{\boldsymbol{p}}_{1,1} & \underline{\boldsymbol{p}}_{1,2} & \cdots & \boldsymbol{p}_{1, n}\end{array}\right]^{T}$ and $\underline{\boldsymbol{P}}_{2}\left[\underline{\boldsymbol{p}}_{2,1} \quad \underline{\boldsymbol{p}}_{2,2} \quad \cdots \quad \underline{\boldsymbol{p}}_{2, n}\right]^{T} \in \underline{\mathbb{H}}_{\mathbf{0}}{ }^{n}$, then the element wise cross product operation $\otimes: \underline{\mathbb{H}}^{n} \times \underline{\mathbb{H}}^{n} \longrightarrow \underline{\mathbb{H}}^{n}$ can be defined as the element wise cross product between the dual quaternions

$$
\underline{\boldsymbol{P}}_{1} \otimes \underline{\boldsymbol{P}}_{2}=\left[\begin{array}{llll}
\underline{\boldsymbol{p}}_{1,1} \times \underline{\boldsymbol{p}}_{2,1} & \underline{\boldsymbol{p}}_{1,2} \times \underline{\boldsymbol{p}}_{2,2} & \cdots & \underline{\boldsymbol{p}}_{1, n} \times \underline{\boldsymbol{p}}_{2, n} \tag{2.71}
\end{array}\right]^{T}
$$

Definition 2.18. (DQ-Vec Inner Product) Let $\underline{\boldsymbol{P}}_{1}=\left[\begin{array}{llll}\underline{\boldsymbol{p}}_{1,1} & \underline{\boldsymbol{p}}_{1,2} & \cdots & \underline{\boldsymbol{p}}_{1, n}\end{array}\right]^{T}$ and $\underline{\boldsymbol{P}}_{2}\left[\underline{\boldsymbol{p}}_{2,1} \quad \underline{\boldsymbol{p}}_{2,2} \quad \cdots \quad \underline{\boldsymbol{p}}_{2, n}\right]^{T} \in \underline{\mathbb{H}}_{0}^{n}$, then the element wise inner product operation $\odot: \underline{\mathbb{H}}^{n} \times \underline{\mathbb{H}}^{n} \longrightarrow \underline{\mathbb{H}}^{n}$ can be defined as the element wise inner product between the dual quaternions

$$
\underline{\boldsymbol{P}}_{1} \odot \underline{\boldsymbol{P}}_{2}=\left[\begin{array}{llll}
\underline{\boldsymbol{p}}_{1,1} \cdot \underline{\boldsymbol{p}}_{2,1} & \underline{\boldsymbol{p}}_{1,2} \cdot \underline{\boldsymbol{p}}_{2,2} & \cdots & \underline{\boldsymbol{p}}_{1, n} \cdot \underline{\boldsymbol{p}}_{2, n} \tag{2.72}
\end{array}\right]^{T} .
$$

Definition 2.19. (DQ-Vec Double Geodesic Product) Once more let $\underline{\boldsymbol{P}}_{1}=\left[\begin{array}{llll}\boldsymbol{p}_{1,1} & \underline{\boldsymbol{p}}_{1,2} & \cdots & \underline{\boldsymbol{p}}_{1, n}\end{array}\right]^{T}$ and $\underline{\boldsymbol{P}}_{2}\left[\underline{\boldsymbol{p}}_{2,1} \quad \underline{\boldsymbol{p}}_{2,2} \quad \cdots \quad \underline{\boldsymbol{p}}_{2, n}\right]^{T} \in \underline{\mathbb{H}}_{\mathbf{0}}{ }^{n}$, then the element-wise double geodesic product operation $\circledast: \underline{\mathbb{H}}^{n} \times$ $\underline{\mathbb{H}}^{n} \longrightarrow \underline{\mathbb{H}}^{n}$ can be defined as

$$
\underline{\boldsymbol{P}}_{1} \circledast \underline{\boldsymbol{P}}_{2}=\left[\begin{array}{llll}
\underline{\boldsymbol{p}}_{1,1} \odot \underline{\boldsymbol{p}}_{2,1} & \underline{\boldsymbol{p}}_{1,2} \odot \underline{\boldsymbol{p}}_{2,2} & \cdots & \underline{\boldsymbol{p}}_{1, n} \odot \underline{\boldsymbol{p}}_{2, n} \tag{2.73}
\end{array}\right]^{T}
$$

### 2.1.6 Advantages of Dual Quaternions

The algebra of dual quaternions, presented in this chapter, has many advantages when compared to other representations. In particular, the DQ may represent complex problems in a compact and unified manner [71,76]. Particularly, the dual quaternions compactness can be verified in the fact that with only eight parameters they are capable of representing the full pose of a body-in contrast to the homogeneous transformation matrices, which need 16 elements to represent a full pose. Moreover, the dual quaternions, opposed to the rotations matrices and the Euler angles, represent both translations and rotations simultaneously, which is by itself a great advantage for applications in control.

Another great advantage of dual quaternions is that they are also singularity free. That is, they can represent many geometric meaningful variables and the representation itself will not produce any singularity, such as the Gimbal lock, which is famous under the Euler angles. In terms of efficiency, we have many works providing an extensive analysis between Dual Quaternions and other algebras and coming to the conclusion that they are the best way to describe a screw in space [39-41,77].

### 2.2 DUAL QUATERNIONS GEOMETRIC REPRESENTATION

Dual quaternions are particularly good for representing geometric variables in space. In particular, a good motivation for the use of quaternions and dual quaternions in the literature is their compact and singularity free representation for points in three-dimensional space-not only it is easy for us to represent a pose in space, but it is also fairly easy to represent translations and rotations within these algebras. Regarding only dual quaternions, they are an even richer tool for describing motions, as within this algebra we have the translation and rotation coupled together in one single singularity free structure. In this manner, Subsection 2.2.1 will explore the representation of a point in both 2 D and 3 D space.

Moreover, there are also other geometric structures we may wish to explore with the algebra of dual quaternions. In particular, although dual quaternions are very well suited to represent points in space, they are even better at representing another geometric variable in space: lines. Indeed, as [41] has argued, dual quaternions are the most compact and efficient manner to represent a line in space, providing us with one extra motivation for studying the DQ lines. Thus, Subsection 2.2 .2 will better explore how we may represent lines with dual quaternions.

Finally, when dealing with serial robots we will also want to describe arc-like trajectories, which is done via the exponential map. This will be explores in Subsection 2.2.3.

### 2.2.1 Points in Three-dimensional Space

Whenever we start reading a book on robotics one of the first aspects detailed there will usually be the representation of a point in two or three-dimensional space. Indeed, to perform any task with a robot we must know, before all else, where said robot is with respect to a frame of reference - or at least we must know where the point located at its center of mass is.

To better illustrate the three-dimensional representation of a point in space, we first take a step back to the 2D case. Here we will look at the imaginary plane and a complex number $\boldsymbol{p}=\left(p_{x}+\hat{i} p_{y}\right) \in \mathbb{C}$. Of course,


Figure 2.1: Representation of a point in Imaginary Plane represented in different frames
knowing that the orthogonal basis is $\{1, \hat{i}\}$ we can simply use the coordinates $\left(p_{x}, p_{y}\right)$ and place the point $\boldsymbol{p}$ in the plane, as in Figure 2.1a. When we rotate this plane by an angle of $\theta$, however, the point $\boldsymbol{p}$ will change it's coordinates, as is seen in Figure 2.1b.

Let the frame in Figure 2.1a be $\mathcal{F}$ and the rotated frame in Figure 2.1b be $\mathcal{F}^{\prime}$. From simple trigonometry we can map the axis in $\mathcal{F}$ to $\mathcal{F}^{\prime}$. That is,

$$
\begin{aligned}
& \operatorname{Re}: 1 \longrightarrow \cos (\theta)+\hat{i} \sin (\theta) \\
& \operatorname{Im}: \hat{i} \longrightarrow-\sin (\theta)+\hat{i} \cos (\theta)
\end{aligned}
$$

Thus we have the point $\boldsymbol{p}$ in frame $\mathcal{F}^{\prime}$ is

$$
\begin{align*}
\boldsymbol{p}^{\prime} & =p_{x}(\cos (\theta)+\hat{\boldsymbol{i}} \sin (\theta))+p_{y}(-\sin (\theta)+\hat{\boldsymbol{i}} \cos (\theta)) \\
& =\left(p_{x} \cos (\theta)-p_{y} \sin (\theta)\right)+\hat{i}\left(p_{x} \sin (\theta)+p_{y} \cos (\theta)\right) \\
& =(\cos (\theta)+\hat{i} \sin (\theta))\left(p_{x}+\hat{i} p_{y}\right)  \tag{2.74}\\
& =(\cos (\theta)+\hat{i} \sin (\theta)) \boldsymbol{p}
\end{align*}
$$

We note in this example that $\boldsymbol{p}^{\prime}=(\cos (\theta)+\hat{i} \sin (\theta)) \boldsymbol{p}$, thus we define $\boldsymbol{r} \triangleq(\cos (\theta)+\hat{i} \sin (\theta))$ a frame rotation around the origin of the complex plane and $\boldsymbol{p}^{\prime}=\boldsymbol{r p}$. Furthermore, if we want to also translate the frame, as in Figure 2.1c, we shall add the components of the translation to the rotated point, that is for
$\boldsymbol{t}=t_{x}+\hat{i} t_{y}, \boldsymbol{p}^{\prime}=\boldsymbol{r} \boldsymbol{p}+\boldsymbol{t}$. Also, a number of successive frame rotations can be preformed by multiplying the results, that is, if we rotate the frame by $\boldsymbol{r}_{1}$ and then $\boldsymbol{r}_{2}$, the total rotation is $\boldsymbol{r}_{\text {Total }}=\boldsymbol{r}_{1} \boldsymbol{r}_{2}$ and $\boldsymbol{p}^{\prime}=\boldsymbol{r}_{\text {Total }} \boldsymbol{p}=$ $\boldsymbol{r}_{1} \boldsymbol{r}_{2} \boldsymbol{p}[28,78]$.

Another interesting propriety in this scenario is the fact that rotations in the complex plane are made possible by a subgroup of complex numbers with norm equal to one, that is, $\|\boldsymbol{r}\|=\sqrt{\boldsymbol{r}^{*} \boldsymbol{r}}=1$, and, similarly to what was shown for unit quaternions $\boldsymbol{r}^{*}=\boldsymbol{r}^{-1}$. Furthermore, a complex number's conjugate may represents a rotation on the opposite direction. That is, for the angle $-\theta$

$$
\cos (-\theta)+\hat{i} \sin (-\theta)=\cos (\theta)-\hat{i} \sin (\theta)=\boldsymbol{r}^{*}
$$

This implies that if we have a transformation from frame $\mathcal{F}$ to $\mathcal{F}^{\prime}$ such as (2.74), to go back to $\mathcal{F}$ we must simply multiply for the conjugate,

$$
\begin{aligned}
\boldsymbol{p}^{\prime} & =\boldsymbol{r} \boldsymbol{p} \\
\boldsymbol{r}^{*} \boldsymbol{p}^{\prime} & =\boldsymbol{r}^{*} \boldsymbol{r} \boldsymbol{p} \\
\boldsymbol{r}^{*} \boldsymbol{p}^{\prime} & =\boldsymbol{p}
\end{aligned}
$$

Here we presented the transformation of a fixed point at one frame of reference to another frame of reference. However, this may be seen at another perspective, complex numbers can be used in the similarly to represent the position and orientation of a frame attached to a point in relation to a frame of reference.

As previously discussed, quaternions and complex numbers share many attributes, as the former is an expansion to represent motions in the three-dimensional space. We shall now take a similar approach to describe a point in space with quaternions. Thus, let us analyze the point $\boldsymbol{p}=\hat{i} p_{x}+\hat{j} p_{y}+\hat{k} p_{z}$ represented in Figure 2.2.

To represent the point at frame $\mathcal{F}_{0}$, as in Figure 2.2a we shall use the notation $\boldsymbol{p}^{0}$. We note that the point is represented by its position, thus, it is a pure quaternion, with its coordinates in each of the orthogonal axis $(\hat{i}, \hat{j}, \hat{k})$ and, as $\operatorname{Re}(\boldsymbol{p})=0$, we omit the real axis.

Translation can be achieved by adding pure quaternions, that is, if $\boldsymbol{p}_{t}^{0}=\hat{i} t_{x}+\hat{j} t_{y}+\hat{k} t_{z}$ is a pure quaternion representing a point's translation in $\mathcal{F}_{0}$, then the translation operation can be given by

$$
\begin{equation*}
\boldsymbol{p}_{\text {new }}^{0}=\boldsymbol{p}^{0}+\boldsymbol{p}_{t}^{0} \tag{2.75}
\end{equation*}
$$

We also define here a quaternion rotation as follows.

Definition 2.20. (Quaternion Attitude) [28] A quaternion rotation of an angle $\theta$ around and axis $\boldsymbol{u} \in \mathbb{H}_{0}$ is defined as

$$
\begin{equation*}
\boldsymbol{r} \triangleq \cos \left(\frac{\theta}{2}\right)+\boldsymbol{u} \sin \left(\frac{\theta}{2}\right) \tag{2.76}
\end{equation*}
$$

in which $r$ will always be a unit quaternion.

With quaternion rotations we may perform both frame and point transformation [79]. Also, this definition makes the reason behind why in (2.17) the unit quaternion conjugate represents the inverse of a rotation clearer. If we take a simple inverse of the rotation angle we have that $\cos (-\theta / 2)=\cos (\theta / 2)$ and $\sin (-\theta / 2)=$ $-\sin (\theta / 2)$, which turns (2.76) in $\boldsymbol{r}^{*}$.


Figure 2.2: Representation of a point in three-dimensional space

Moreover, we may also define the transformation of a point between two frames. That is, considering $\boldsymbol{p}^{0}=\hat{i} p_{x}^{0}+\hat{j} p_{y}^{0}+\hat{k} p_{z}^{0}$ to be a point with regards to the fixed frame $\mathcal{F}_{0}, \boldsymbol{p}^{1}=\hat{i} p_{x}^{1}+\hat{j} p_{y}^{1}+\hat{k} p_{z}^{1}$ to be a the same point but in $\mathcal{F}_{1}$ and the unit rotation $\boldsymbol{r}_{1}^{0}$ to be the transformation from $\mathcal{F}_{0}$ to $\mathcal{F}_{1}$, then transformation can be given by

$$
\begin{equation*}
\boldsymbol{p}^{1}=\boldsymbol{r}_{1}^{0} \boldsymbol{p}^{0}\left(\boldsymbol{r}_{1}^{0}\right)^{*} \tag{2.77}
\end{equation*}
$$

that is, we have changed the frame of reference of $\boldsymbol{p}$ while it remained fixed in space.
The operation in (2.77) is the adjoint transformation and it can be more succinctly expressed with the operator $A d(\bullet)$, as per Definition 2.21. The frame transformation operation is also illustrated in figure 2.2b.

Definition 2.21. (Quaternion Adjoint Transformation) [28] The adjoint transformation [28] can be defined compactly expressed by the operator

$$
\begin{equation*}
A d(\boldsymbol{r}) \boldsymbol{p} \triangleq \boldsymbol{r} \boldsymbol{p} \boldsymbol{r}^{*} \tag{2.78}
\end{equation*}
$$

Here, once more $\boldsymbol{r}$ is a unit quaternion and $\boldsymbol{p}$ is a pure quaternion.

From Definition 2.21 we have a frame transformation such as in Figure 2.2b. However, we may also define a point rotation, such as in Figure 2.2c. In this case the transformation of point $\boldsymbol{p}_{0}^{0}$ to point $\boldsymbol{p}_{1}^{0}$ is defined as

$$
\begin{equation*}
\boldsymbol{p}_{0}^{0}=\left(\boldsymbol{r}_{1}^{0}\right)^{*} \boldsymbol{p}_{1}^{0} \boldsymbol{r}_{1}^{0} \tag{2.79}
\end{equation*}
$$

with $\boldsymbol{r}_{1}^{0}$ being the rotation between the two points.
Herein, we highlight that (2.77) and (2.79) are closely connected and, as argued in [79] are simply a matter of perspective. In other words, (2.77) can be interpreted as an observer fixed at point $\boldsymbol{p}$, watching its reference frame rotate at an angle of $-\theta$. Conversely, (2.79) can be interpreted as if the observer is fixed to the reference frame and watches as the point rotates $-\theta$. However, this two equations are interchangeable, this is evident for example when we invert (2.77) and obtain $\boldsymbol{p}^{0}=\left(\boldsymbol{r}_{1}^{0}\right)^{*} \boldsymbol{p}^{1} \boldsymbol{r}_{1}^{0}$. This time the observer fixed at $\boldsymbol{p}$ sees the frame rotating in the opposite direction. A good thought exercise it to apply this same interpretation to (2.75) in order to differentiate point translation and frame translation.

As stated in Definition 2.6, the unit quaternion group has the closure propriety, this means that the product of two rotations is still a rotation, and from that we may perform sequences of rotations in objects, such as $\boldsymbol{r}_{3}^{0}=\boldsymbol{r}_{1}^{0} \boldsymbol{r}_{2}^{1} \boldsymbol{r}_{3}^{2}$ and from (2.77) we can have

$$
\begin{equation*}
\boldsymbol{p}^{1}=\boldsymbol{r}_{3}^{0} \boldsymbol{p}^{0}\left(\boldsymbol{r}_{3}^{0}\right)^{*}=\left(\boldsymbol{r}_{1}^{0} \boldsymbol{r}_{2}^{1} \boldsymbol{r}_{3}^{2}\right) \boldsymbol{p}^{0}\left(\boldsymbol{r}_{1}^{0} \boldsymbol{r}_{2}^{1} \boldsymbol{r}_{3}^{2}\right)^{*} \tag{2.80}
\end{equation*}
$$

Finally, we may also represent a full rigid body motion with quaternions by making compositions of both (2.75) and (2.77).

To close this section we shall also present here how a point can be represented in three dimensions with dual quaternion algebra.

Definition 2.22. (Dual Quaternion Pose) [47, 80] We may represent an arbitrary displacement (or a pose) with dual quaternions by defining a rotation followed by a translation, or, in terms of a unit dual quaternion,

$$
\begin{equation*}
\underline{\boldsymbol{x}} \triangleq \boldsymbol{r}+\varepsilon \frac{1}{2} \boldsymbol{r} \boldsymbol{p} . \tag{2.81}
\end{equation*}
$$

In this case, $r \in \operatorname{Spin}(3)$ is a unit quaternion representation of the point's attitude with respect to an inertial frame, whilst $\boldsymbol{p} \in \mathbb{H}_{0}$ is the position (or similarly the point's rotation and translation).

We remark here that from 2.81 we may intuitively extract the rotation of element of (2.81) with the operator (2.25),

$$
\begin{equation*}
\boldsymbol{r}=\mathcal{P}(\underline{\boldsymbol{x}}) . \tag{2.82}
\end{equation*}
$$

By taking advantage of (2.82) and the operator in (2.26), we may also define the translation element,

$$
\begin{align*}
\mathcal{D}(\underline{\boldsymbol{x}}) & =(1 / 2) \boldsymbol{r} \boldsymbol{p} \\
2 \mathcal{D}(\underline{\boldsymbol{x}}) & =\boldsymbol{r} \boldsymbol{p} \\
2 \mathcal{P}(\underline{\boldsymbol{x}})^{*} \mathcal{D}(\underline{\boldsymbol{x}}) & =\boldsymbol{p} . \tag{2.83}
\end{align*}
$$

We also highlight that (2.81) may also be rewritten as a translation followed by a rotation

$$
\begin{equation*}
\underline{\boldsymbol{x}}=\boldsymbol{r}+\varepsilon(1 / 2) \boldsymbol{p}^{\prime} \boldsymbol{r} . \tag{2.84}
\end{equation*}
$$

In this case, we may relate $\boldsymbol{p}$ and $\boldsymbol{p}^{\prime}$ by a frame transformation, such as $\boldsymbol{p}^{\prime}=A d(\boldsymbol{r}) \boldsymbol{p}$. This result is due to the fact that $\boldsymbol{p}$ happens after the rotation, thus we must undo that rotation in order to get $\boldsymbol{p}^{\prime}$.

Finally, due to Definition 2.14, we may also represent a sequence of motions with dual quaternions as sequence of multiplications. That is

$$
\begin{equation*}
\underline{\boldsymbol{x}}_{n}^{0}=\underline{\boldsymbol{x}}_{1}^{0} \underline{\boldsymbol{x}}_{2}^{1} \ldots \underline{\boldsymbol{x}}_{n}^{n-1} \tag{2.85}
\end{equation*}
$$

### 2.2.2 Plucker Coordinates: Lines in Three-dimensional Space

Besides representing points, dual quaternions are also particularly good to represent lines in space and their transformations. Herein, in this subsection, we will introduce the a formulation for Plücker's representation of a line based on dual quaternion lines, that is the dual quaternion Plücker coordinates. Figure 2.3 shows the aforementioned representation in three dimensional space and in Definition 2.23 we formally present its mathematical formulation.

Definition 2.23. (Plücker's DQ Coordinates for a Line) [28,40] A Plücker's dual quaternion representation of a line is a pure dual quaternion defined as

$$
\begin{equation*}
\underline{\boldsymbol{l}} \triangleq \boldsymbol{l}+\varepsilon \boldsymbol{m} \tag{2.86}
\end{equation*}
$$



Figure 2.3: Representation of a Plücker Line in three-dimensional space.
in which $\boldsymbol{l} \in \mathbb{H}_{0}$ and $\|\boldsymbol{l}\|=1$ is an unit vector representing the line direction, $\boldsymbol{p} \in \mathbb{H}_{0}$ is a point in the line and $\boldsymbol{m} \in \mathbb{H}_{0}$ is the line's moment with respect to the space frame origin, defined as

$$
\begin{equation*}
m=p \times l \tag{2.87}
\end{equation*}
$$

Furthermore, the set of of parameters $\boldsymbol{l}$ and $\boldsymbol{m}$ are collectively called Plücker's coordinates.

Although the literature has many references to Plücker's line representation with different algebras (as a pair of free vectors) [49, 81-83], it fits particularly well in the dual quaternion formalism as we can have the $\boldsymbol{l}$ and $\boldsymbol{m}$ coupled together in a unique element in the dual quaternion space.

Similarly to Definition 2.21 for quaternions, we may define the map of one frame to another within the algebra of dual quaternions. That is, the line represented by $\underline{l}^{0}$ in frame $\mathcal{F}_{0}$ may be expressed in frame $\mathcal{F}_{1}$ as

$$
\begin{equation*}
\underline{\boldsymbol{l}}^{1}=\underline{x}_{\underline{l}} \underline{x}^{0} \underline{x}^{*} \tag{2.88}
\end{equation*}
$$

Here $\underline{\boldsymbol{x}} \in \operatorname{Spin}(3) \ltimes \mathbb{R}^{3}$ is the transformation from $\mathcal{F}_{0}$ to $\mathcal{F}_{1}$.
Moreover, we may also find it useful to define frame transformations for dual quaternion lines as we have defined for quaternion points in Definition 2.21.

Definition 2.24. (Dual Quaternion Adjoint) [28,37] The Adjoint representation of an unit dual quaternion $\underline{\boldsymbol{x}}$ is given by the operator $\operatorname{Ad}(\underline{\boldsymbol{x}})$ defined over $\underline{H}_{0}$ as

$$
\begin{equation*}
A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}}^{0} \triangleq \underline{\boldsymbol{x}}^{0} \underline{\boldsymbol{x}}^{*}=\underline{\boldsymbol{p}}^{1} . \tag{2.89}
\end{equation*}
$$

Having in mind that the primal and dual parts of a pure dual quaternion have physical interpretation, it is convenient to describe the adjoint transformation in terms of these parts as in the following proposition.

Proposition 2.2. (Dual Quaternion Adjoint - Alternative definition) [60] ${ }^{a}$ The Adjoint operation associated to a unit dual quaternion $\underline{\boldsymbol{x}}$ for any pure dual quaternion $\underline{\boldsymbol{p}}=\boldsymbol{p}+\varepsilon \boldsymbol{p}^{\prime}$ can be defined as

$$
\begin{equation*}
A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}} \triangleq \boldsymbol{A}_{P}(\underline{\boldsymbol{x}}) \boldsymbol{p}+\varepsilon\left(\boldsymbol{A}_{P}(\underline{\boldsymbol{x}}) \boldsymbol{p}^{\prime}+\boldsymbol{A}_{D}(\underline{\boldsymbol{x}}) \boldsymbol{p}\right), \tag{2.90}
\end{equation*}
$$

in which $\mathcal{A}_{P}(\underline{\boldsymbol{x}})$ and $\mathcal{A}_{D}(\underline{\boldsymbol{x}})$ are given by

$$
\begin{equation*}
\boldsymbol{A}_{P}(\underline{\boldsymbol{x}})=\stackrel{+}{\boldsymbol{h}}(\boldsymbol{x}) \stackrel{\overline{\boldsymbol{h}}}{\boldsymbol{(}}\left(\boldsymbol{x}^{*}\right), \boldsymbol{A}_{D}(\underline{\boldsymbol{x}})=2 \stackrel{+}{\boldsymbol{h}}(\boldsymbol{x}) \stackrel{-}{\boldsymbol{h}}\left(\boldsymbol{x}^{\prime *}\right) \tag{2.91}
\end{equation*}
$$

${ }^{a}$ A complete derivation for (2.90) is presented in Subsection 5.2.3

### 2.2.3 The Exponential: Curves in Three-dimensional Space

In this section we have explored the many different ways we can represent points, both in planes with complex numbers and in space with quaternions and dual quaternions. We have also described how to represent lines in space by means of Plücker coordinates and how to do frame transformations with them. Thus, we shall introduce here the dual quaternion exponential and how they can be attached to a fixed point in a line in order for it to rotate and perform a motion with an arc-like trajectory.

Much like with imaginary numbers, the dual quaternions exponential is suited to represent a curve in space. In Definition 2.25 we show the exponential map for a dual quaternion.

Definition 2.25. (Dual Quaternion Exponential) [84] For a pure dual quaternion $\boldsymbol{q}$, the exponential can be defined as

$$
\begin{equation*}
\exp (\underline{\boldsymbol{q}}) \triangleq \mathcal{P}(\exp (\underline{\boldsymbol{q}}))+\varepsilon \mathcal{D}(\underline{\boldsymbol{q}}) \mathcal{P}(\exp (\underline{\boldsymbol{q}})), \tag{2.92}
\end{equation*}
$$

with

$$
\mathcal{P}(\exp (\underline{\boldsymbol{q}})) \triangleq \begin{cases}\cos \|\mathcal{P}(\underline{\boldsymbol{q}})\|+\frac{\sin \|\mathcal{P}(\underline{q})\|}{\|\mathcal{P}(\underline{q})\|} \mathcal{P}(\underline{\boldsymbol{q}}) & \text { if }\|\mathcal{P}(\underline{q})\| \neq 0  \tag{2.93}\\ 1 & \text { o.w. }\end{cases}
$$

According to the Robot Institute of America, in 1979, a robot could be defined as "A robot is a reprogrammable multifunctional manipulator designed to move materials, parts, tools or specialized devices through variable programmed motions for the performance of a variety of tasks". That is, a robot was supposed to be a very adaptable tool to interact with the environment in order to perform tasks-and that obvious tool at the time was a robot arm. Indeed, one of the earliest examples of a modern robot was also a manipulator: the Unimate, invented in 1950 by George Devol [3,6]. Of course, the definition of what a robot is supposed to be has evolved through the years, and the robots have become much more sophisticated then Devol's first prototype. Yet, anthropomorphic robotic arms remain to this day one of the main areas of interest among roboticists around the world-and, in particular, it is also the object of interest of this manuscript.

One of the kinds of anthropomorphic robotic arm that is widely available today are the serial manipulators. These robots may be represented by a sequence of rigid bodies (links) connected to each other by means of revolute, prismatic, cilindrical or spherical joints [5,36, 49, 85]. In Figure 3.1 we see a representation of a manipulator with four joints and three links. In addition, this manipulator also has a base and a gripper-the end effector.

This Chapter will further explore the kinematics and dynamics of a manipulator such as in Figure 3.1. We first introduce the unconstrained rigid body kinematics with the algebra of dual quaternions and then rigid body dynamics. As each of the robot's link represents a rigid body, it is important to define the physical equations that rule these bodies motion when unconstrained. Afterwards, Section 3.3 introduces the manipulator's kinematics. In short, in this section we add the constrains imposed by the robot's geometry in order to model the robot as a whole.

### 3.1 RIGID BODY KINEMATICS

A manipulator is made out of interconnected rigid bodies called links. As defined in [85, 86], a rigid body is a set of particles in which the relative distance of any two points is time invariant, regardless of the motion or forces exerted on the body. Mathematically, we may define a rigid body as in Definition 3.1 and also the rigid body's motion, as in Definition 3.2.

Definition 3.1. (Rigid Body) [85] A rigid body is a collection of particles in which the position in time of any two given particles, such as $a(t)$ and $b(t)$, will always preserve the relation

$$
\begin{equation*}
\|a(t)-b(t)\|=\|a(0)-b(0)\|=K \forall t \tag{3.1}
\end{equation*}
$$

In other words, at any given time the distances between particles $a$ and $b$ is a constant $K$. Thus, we consider that deformations on rigid bodies can be neglected.

We may extend Definition 3.1 to also describe the motions of rigid bodies. That is, we may create a map $g$ between the current pose of the body's particles to another pose, such as $g: \operatorname{Spin}(3) \ltimes \mathbb{R}^{3} \longrightarrow \operatorname{Spin}(3) \ltimes \mathbb{R}^{3}$.


Figure 3.1: Generic illustration of a manipulator to exemplify the base, links and end-effector being connected by different joints. In this illustration the robot is located besides the world frame.

This map will be a rigid transformation if it satisfies the conditions on Definition 3.2.

Definition 3.2. (Rigid Transformation) [85] A map $g, g: \operatorname{Spin}(3) \ltimes \mathbb{R}^{3} \longrightarrow \operatorname{Spin}(3) \ltimes \mathbb{R}^{3}$ is a rigid transformation of a rigid body if the following conditions are satisfied:

1. The body's length is preserved during the motion - or (3.1) is satisfied.
2. The cross product is preserved, that is, given two points in the body, such as $\boldsymbol{a}, \boldsymbol{b} \in \operatorname{Spin}(3) \ltimes \mathbb{R}^{3}$, then

$$
\begin{equation*}
g(\boldsymbol{a} \times \boldsymbol{b})=g(\boldsymbol{a}) \times g(\boldsymbol{b}) \tag{3.2}
\end{equation*}
$$

Remark 3.1. The cross product condition exists to avoid internal reflection of the rigid body.
The description of a rigid body and its transformations in Definitions 3.1 and 3.2 have in important consequence for the study of rigid body kinematics: as all particles in the body preserve their distance we may choose only one point to describe its pose. Furthermore, another important theorem, this time regarding the rigid motion itself, is the Chasles Theorem, stated in Theorem (3.1) ${ }^{1}$.

Theorem 3.1. "The most general rigid body displacement can be produced by a translation along a line followed (or preceded) by a rotation about that line."

Theorem 3.1 describes a motion reminiscent of the movement of a screw, and thus is referred to as a screw motion, which will be further discussed in Subsection 3.1.1.

In Section 2.2 we have started to address the issue of rigid body kinematics by describing points in space as well as their frame transformations. Thus, we shall further define the kinematics of rigid bodies in terms of translations, rotations as well as their derivatives. To ensure completeness as well as a better understanding, the Subsections 3.1.2 and 3.1.3 will tackle the kinematics of quaternions and dual quaternions.

[^7]

Figure 3.2: Generic illustration of a manipulator with one of its links-that is one of the rigid bodies from its structure-being highlighted.

Finally, to better illustrate the propositions presented in this section we have Figure 3.2, in which a frame is attached to each of the rigid bodies that composes the robot. We note that usually each rigid body can be completely described by the pose of its frame and the rigid transformations applied to it. There are, however, some extra constrains imposed by the joints in the manipulator, which will be discussed in Section 3.3. Here we shall present the unconstrained kinematic equations, for one single detached link, such as the one highlighted in Figure 3.2.

### 3.1.1 Screw Theory

Following Theorem 3.1, we have the definition of screw motions. As stated, rigid body displacements can be seen as a composition of a translation and a rotation around an axis-namely the screw axis.

The screw axis may be understood as a line composed of two concatenated three-dimensional vectors: the first part being a unit directional vector and the second (dual) vector representing the moment produced by the primary vector about a reference point in the line. Indeed, one manner to represent screws is through a combination of parameters such as

$$
\begin{equation*}
\mathcal{S}=\{p, l, h\}, \tag{3.3}
\end{equation*}
$$

in which $p$ is a point in the axis, $l$ is the unit directional vector and $h$ is the screw pitch-or ratio of the linear and angular parameters. In this representation the screw can also be represented by a combination of two $\mathbb{R}^{3}$ vectors such as $\omega, v \in \mathbb{R}^{3}$ resulting in

$$
\mathcal{S}=\left[\begin{array}{c}
\omega  \tag{3.4}\\
v
\end{array}\right] \in \mathbb{R}^{6}
$$

Thus we may have two different scenarios: the first, and most general, motion has $\|\omega\|=1$ and $v=-\omega \times q+$ $h \omega$, with $h=0$ in case of pure rotations; and the second represents only a translation, in which $\omega=0$ and the pitch is infinite [49, 88].

Another way of representing a screw is through the use of dual quaternions' Plücker's representation of a


Figure 3.3: Representation of a rigid displacement: Object rotates with angle $\theta$ around line with plucker coordinates $\boldsymbol{l}$ and then moves distance $d$ parallel to the screw axis. Source [1].
line, as presented in Definition 2.23. Indeed, we can intuitively see how the parameters in (3.3) and (3.4) are very similar to the Plücker coordinates in (2.86). In this case we have the screw axis being $\underline{\boldsymbol{l}}=\boldsymbol{l}+\varepsilon \boldsymbol{m}$ with its unit direction given by $\boldsymbol{l}$ and moment $\boldsymbol{m}$. Moreover, we may also wish to define $\theta$ as the motion's rotation angle and $\boldsymbol{t}$ as the translation with $d=\boldsymbol{t} \cdot \boldsymbol{l}$ being the distance of the translational motion in direction $\boldsymbol{l}$. Also, comparable to (3.3), we can define $h=\frac{d}{\theta}$ as the pitch of line [40]. Considering these coordinates, Figure 3.3 illustrates the motion of a screw with Plücker's coordinates..

It is also important to derive the equation for the screw displacement, as presented in [1, 37, 43, 47, 80]. Thus, in order to connect the parameters $\theta$ and $d$, to the screw axis equation, let us consider the dual quaternion $\underline{\boldsymbol{x}}=\boldsymbol{x}+\varepsilon \boldsymbol{x}^{\prime}$ and connect it to the Plücker line's equation. In (2.81) we have the equation for a point's displacement (and also for a rigid body displacement, as will be discussed in Subsection 3.1.3) resulting in

$$
\begin{equation*}
\underline{\boldsymbol{x}}=\boldsymbol{r}+\varepsilon \frac{1}{2} \boldsymbol{r} \boldsymbol{t}^{b}=\boldsymbol{r}+\varepsilon \frac{1}{2} \boldsymbol{t}^{o} \boldsymbol{r} . \tag{3.5}
\end{equation*}
$$

in which $\boldsymbol{t}^{b}$ is the translation in the body frame and $\boldsymbol{t}^{o}$ is the translation relative to an inertial frame [80].
From (2.86) and (2.76) it is straightforward that the unit directional vector together with the angle $\theta$ relate in

$$
\begin{equation*}
\boldsymbol{x}=\boldsymbol{r}=\cos \left(\frac{\theta}{2}\right)+\boldsymbol{l} \sin \left(\frac{\theta}{2}\right) \tag{3.6}
\end{equation*}
$$

solving the problem for the primary part of the dual quaternion. Next, we have the quaternion $t^{o}$ representing the translation in the inertial frame, and from (2.83) we infer that $\boldsymbol{t}^{o}=2 \boldsymbol{x}^{*} \boldsymbol{x}^{\prime}$ and, therefore, $d=2\left(\boldsymbol{x}^{*} \boldsymbol{x}^{\prime}\right) \cdot \boldsymbol{l}$. Finally, the moment $\boldsymbol{m}$ can be derived as in [43,47, 80, 89], resulting in

$$
\begin{equation*}
\boldsymbol{m}=\frac{1}{2}\left(\boldsymbol{t}^{o} \times \boldsymbol{l}+\left(\boldsymbol{t}^{o}-d \boldsymbol{l}\right) \cot \left(\frac{\theta}{2}\right)\right) \tag{3.7}
\end{equation*}
$$

Multiplying both sides of (3.7) by $\sin \left(\frac{\theta}{2}\right)$ we have

$$
\begin{align*}
& \boldsymbol{m} \sin \left(\frac{\theta}{2}\right)=\frac{1}{2}\left(\boldsymbol{t}^{o} \times \boldsymbol{l} \sin \left(\frac{\theta}{2}\right)+\left(\boldsymbol{t}^{o}-d \boldsymbol{l}\right) \sin \left(\frac{\theta}{2}\right) \cot \left(\frac{\theta}{2}\right)\right) \\
& \boldsymbol{m} \sin \left(\frac{\theta}{2}\right)=\frac{1}{2}\left(\boldsymbol{t}^{o} \times \boldsymbol{l} \sin \left(\frac{\theta}{2}\right)+\left(\boldsymbol{t}^{o}-d \boldsymbol{l}\right) \cos \left(\frac{\theta}{2}\right)\right) \\
& \boldsymbol{m} \sin \left(\frac{\theta}{2}\right)+\frac{d}{2} \cos \left(\frac{\theta}{2}\right)=\frac{1}{2}\left(\boldsymbol{t}^{o} \times \boldsymbol{l} \sin \left(\frac{\theta}{2}\right)+\boldsymbol{t}^{o} \cos \left(\frac{\theta}{2}\right)\right) \tag{3.8}
\end{align*}
$$

From (2.76) we also have

$$
\begin{align*}
& \frac{1}{2} \boldsymbol{t}^{o} \boldsymbol{r}=\frac{1}{2} \boldsymbol{t}^{o}\left(\cos \left(\frac{\theta}{2}\right)+\boldsymbol{l} \sin \left(\frac{\theta}{2}\right)\right) \\
& \frac{1}{2} \boldsymbol{t}^{o} \boldsymbol{r}=\frac{1}{2} \boldsymbol{t}^{o} \cos \left(\frac{\theta}{2}\right)+\frac{1}{2} \boldsymbol{t}^{o} \boldsymbol{l} \sin \left(\frac{\theta}{2}\right) \tag{3.9}
\end{align*}
$$

and, as both $l$ and $t$ are pure quaternions, by using propriety (2.15) we may expand (3.9) such that

$$
\begin{aligned}
& \frac{1}{2} \boldsymbol{t}^{0} \boldsymbol{r}=\frac{1}{2} \boldsymbol{t}^{o} \cos \left(\frac{\theta}{2}\right)+\frac{1}{2}\left(-\boldsymbol{t}^{o} \cdot \boldsymbol{l}+\boldsymbol{t}^{o} \times \boldsymbol{l}\right) \sin \left(\frac{\theta}{2}\right) \\
& \frac{1}{2} \boldsymbol{t}^{o} \boldsymbol{r}=\frac{1}{2} \boldsymbol{t}^{o} \cos \left(\frac{\theta}{2}\right)-\frac{1}{2} \boldsymbol{t}^{o} \cdot \boldsymbol{l} \sin \left(\frac{\theta}{2}\right)+\frac{1}{2} \boldsymbol{t}^{o} \times \boldsymbol{l} \sin \left(\frac{\theta}{2}\right) \\
& \frac{1}{2} \boldsymbol{t}^{o} \boldsymbol{r}=\frac{1}{2}\left(\boldsymbol{t}^{o} \cos \left(\frac{\theta}{2}\right)+\boldsymbol{t}^{o} \times \boldsymbol{l} \sin \left(\frac{\theta}{2}\right)\right)-\frac{1}{2}\left(\boldsymbol{t}^{o} \cdot \boldsymbol{l}\right) \sin \left(\frac{\theta}{2}\right)
\end{aligned}
$$

As $d=\boldsymbol{t}^{o} \cdot \boldsymbol{l}$ and from (3.8)

$$
\begin{equation*}
\frac{1}{2} \boldsymbol{t}^{o} \boldsymbol{r}=\left(\boldsymbol{m} \sin \left(\frac{\theta}{2}\right)+\frac{d}{2} \cos \left(\frac{\theta}{2}\right)\right)-\frac{1}{2}(d) \sin \left(\frac{\theta}{2}\right) . \tag{3.10}
\end{equation*}
$$

We notice here that with the quaternion in the inertial frame. However, in the remainder of this manuscript we shall be dealing with the variables in the body frame. As shown in [80] and (3.5) the transformations to the inertial frame and the body frame are equivalent. Thus

$$
\begin{equation*}
\frac{1}{2} \boldsymbol{r} \boldsymbol{t}^{b}=\left(\boldsymbol{m} \sin \left(\frac{\theta}{2}\right)+\frac{d}{2} \cos \left(\frac{\theta}{2}\right)\right)-\frac{1}{2}(d) \sin \left(\frac{\theta}{2}\right) . \tag{3.11}
\end{equation*}
$$

Finally, we may reassemble the quaternion in (3.5) with (3.6) and (3.11). That is,

$$
\begin{align*}
& \underline{\boldsymbol{x}}=\boldsymbol{r}+\varepsilon \frac{1}{2} \boldsymbol{r} \boldsymbol{t}^{b} \\
& \underline{\boldsymbol{x}}=\cos \left(\frac{\theta}{2}\right)+\boldsymbol{l} \sin \left(\frac{\theta}{2}\right)+\varepsilon\left(\boldsymbol{m} \sin \left(\frac{\theta}{2}\right)+\frac{d}{2} \cos \left(\frac{\theta}{2}\right)-\frac{1}{2} d \sin \left(\frac{\theta}{2}\right)\right) \\
& \underline{\boldsymbol{x}}=\left(\cos \left(\frac{\theta}{2}\right)-\varepsilon \frac{d}{2} \sin \left(\frac{\theta}{2}\right)\right)+\left(\boldsymbol{l} \sin \left(\frac{\theta}{2}\right)+\varepsilon\left(\boldsymbol{m} \sin \left(\frac{\theta}{2}\right)+\frac{d}{2} \cos \left(\frac{\theta}{2}\right)\right)\right) . \tag{3.12}
\end{align*}
$$

And to further simplify our equation, we may use (2.21) to obtain the sine and cosine functions of dual numbers. That is

$$
\begin{equation*}
\cos \left(\frac{\theta+\varepsilon d}{2}\right)=\cos \left(\frac{\theta}{2}\right)-\varepsilon \sin \left(\frac{\theta}{2}\right) \frac{d}{2} \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\sin \left(\frac{\theta+\varepsilon d}{2}\right)=\sin \left(\frac{\theta}{2}\right)+\varepsilon \cos \left(\frac{\theta}{2}\right) \frac{d}{2} \tag{3.14}
\end{equation*}
$$

Then, we have that (3.12) becomes

$$
\underline{\boldsymbol{x}}=\left(\cos \left(\frac{\theta+\varepsilon d}{2}\right)\right)+\sin \left(\frac{\theta+\varepsilon d}{2}\right)(\boldsymbol{l}+\varepsilon \boldsymbol{m})
$$

or, simply

$$
\begin{equation*}
\underline{\boldsymbol{x}}=\left(\cos \left(\frac{\theta}{2}\right)\right)+\sin \left(\frac{\underline{\theta}}{2}\right) \underline{\boldsymbol{l}} \tag{3.15}
\end{equation*}
$$

with

$$
\begin{equation*}
\underline{\theta}=\theta+\varepsilon d \tag{3.16}
\end{equation*}
$$

being a dual angle.
Moreover, [90] states we may also use Taylor Expansion in order to obtain Euler's Identity for dual quaternions, resulting in

$$
\begin{equation*}
\exp \left(\frac{1}{2} \underline{\theta \boldsymbol{l}}\right) \triangleq \cos \left(\frac{\theta}{2}\right)+\underline{\boldsymbol{l}} \sin \left(\frac{\theta}{2}\right) . \tag{3.17}
\end{equation*}
$$

Thus, to summarize, we may introduce Definition (3.3) for the displacement of a screw.

Definition 3.3. (Screw Displacement) Given the screw axis, defined as the Plücker coorditates $\underline{\boldsymbol{l}}=\boldsymbol{l}+\varepsilon \boldsymbol{m}$ and the dual angle $\underline{\theta}=\theta+\varepsilon d$, with $\theta, d \in \mathbb{R}$, we can represent the line's position as the unit dual quaternion $\underline{\boldsymbol{x}} \in \operatorname{Spin}(3) \ltimes \mathbb{R}^{3}$ defined as

$$
\begin{equation*}
\underline{\boldsymbol{x}}=\exp \left(\frac{1}{2} \underline{\theta \boldsymbol{l}}\right)=\cos \left(\frac{\underline{\theta}}{2}\right)+\underline{\boldsymbol{l}} \sin \left(\frac{\underline{\theta}}{2}\right) . \tag{3.18}
\end{equation*}
$$

To close this section, we should also introduce another concept that arise from the definition of a screw and screw displacement: the twists. A twist is the infinitesimal version of a screw motion, providing information for the instantaneous velocity of a body in terms of linear and angular components. Considering the twist represents the velocities around a screw axis, it can also be represented in terms of Plücker lines, that is

$$
\begin{equation*}
\underline{\boldsymbol{\omega}}=\boldsymbol{\omega}+\varepsilon \boldsymbol{v} \tag{3.19}
\end{equation*}
$$

in which $\boldsymbol{\omega}$ is the body's angular velocity and $\boldsymbol{v}$ is the body linear velocity $[31,37]^{2}$.

### 3.1.2 Quaternion based representation of rigid body rotation

As discussed in subsection 2.2.1, quaternions can be used to represent both translation and rotations in space, as is shown in (2.75) and (2.79). Although translations and rotations can be used to fully describe an object, we are also interested in the differential kinematics, dealing with twists and velocities. Here we shall show, as in $[28,66]$, how to obtain the fist derivative of a unit quaternion $r$ that represents the attitude of the body.

To start of, let us consider $\boldsymbol{p}^{0}$ as a rigidly fixed point in $\mathcal{F}_{0}$ such that $\dot{\boldsymbol{p}}^{0}=0$ and a frame transformation to the point $\boldsymbol{p}^{1}$ in the moving frame $\mathcal{F}_{1}$ such as in (2.77), that is

$$
\begin{equation*}
\boldsymbol{p}^{1}=\boldsymbol{r}_{1}^{0} \boldsymbol{p}^{0} \boldsymbol{r}_{0}^{1} \tag{3.20}
\end{equation*}
$$

Then, by differentiating (3.20) we obtain

$$
\begin{align*}
& \dot{\boldsymbol{p}}^{1}=\dot{\boldsymbol{r}}_{1}^{0} \boldsymbol{p}^{0} \boldsymbol{r}_{0}^{1}+\boldsymbol{r}_{1}^{0} \dot{\boldsymbol{p}}^{0} \boldsymbol{r}_{0}^{1}+\boldsymbol{r}_{1}^{0} \boldsymbol{p}^{0} \dot{\boldsymbol{r}}_{0}^{1} \\
& \dot{\boldsymbol{p}}^{1}=\dot{\boldsymbol{r}}_{1}^{0} \boldsymbol{p}^{0} \boldsymbol{r}_{0}^{1}+\boldsymbol{r}_{1}^{0} \boldsymbol{p}^{0} \dot{\boldsymbol{r}}_{0}^{1} \tag{3.21}
\end{align*}
$$

Furthermore, as $\boldsymbol{p}^{0}=\boldsymbol{r}_{0}^{1} \boldsymbol{p}^{1} \boldsymbol{r}_{1}^{0}$, we may rewrite (3.21),

$$
\begin{align*}
\dot{\boldsymbol{p}}^{1} & =\dot{\boldsymbol{r}}_{1}^{0} \boldsymbol{r}_{0}^{1} \boldsymbol{p}^{1} \boldsymbol{r}_{1}^{0} \boldsymbol{r}_{0}^{1}+\boldsymbol{r}_{1}^{0} \boldsymbol{r}_{0}^{1} \boldsymbol{p}^{1} \boldsymbol{r}_{1}^{0} \dot{\boldsymbol{r}}_{0}^{1} \\
\dot{\boldsymbol{p}}^{1} & =\dot{\boldsymbol{r}}_{1}^{0} \boldsymbol{r}_{0}^{1} \boldsymbol{p}^{1}+\boldsymbol{p}^{1} \boldsymbol{r}_{1}^{0} \dot{\boldsymbol{r}}_{0}^{1} \tag{3.22}
\end{align*}
$$

[^8]and also create the variable $\boldsymbol{\alpha}=\boldsymbol{r}_{1}^{0} \dot{\boldsymbol{r}}_{0}^{1}$ to simplify (3.22). Here we note that $\boldsymbol{\alpha}^{*}=\left(\boldsymbol{r}_{1}^{0} \dot{\boldsymbol{r}}_{0}^{1}\right)^{*}=\left(\dot{\boldsymbol{r}}_{0}^{1}\right)^{*}\left(\boldsymbol{r}_{1}^{0}\right)^{*}=$ $\dot{\boldsymbol{r}}_{1}^{0} \boldsymbol{r}_{0}^{1}$ and, furthermore, that the pair $\boldsymbol{r}^{*} \boldsymbol{r}=1$ and thus
\[

$$
\begin{align*}
\left(\boldsymbol{r}^{*} \boldsymbol{r}\right) & =\dot{\boldsymbol{r}}^{*} \boldsymbol{r}+\boldsymbol{r}^{*} \dot{\boldsymbol{r}}=0 \\
& =\operatorname{Re}\left(\dot{\boldsymbol{r}}^{*} \boldsymbol{r}\right)+\operatorname{Re}\left(\boldsymbol{r}^{*} \dot{\boldsymbol{r}}\right)=0 \\
& =2 \operatorname{Re}\left(\dot{\boldsymbol{r}}^{*} \boldsymbol{r}\right)=0  \tag{3.23}\\
& =\operatorname{Re}\left(\dot{\boldsymbol{r}}^{*} \boldsymbol{r}\right)=0
\end{align*}
$$
\]

As $\alpha \in \mathbb{H}_{0}$, this yields that

$$
\begin{align*}
\dot{\boldsymbol{p}}^{1} & =\boldsymbol{\alpha}^{*} \boldsymbol{p}^{1}+\boldsymbol{p}^{1} \boldsymbol{\alpha} \\
\dot{\boldsymbol{p}}^{1} & =\boldsymbol{p}^{1} \boldsymbol{\alpha}-\boldsymbol{\alpha} \boldsymbol{p}^{1} \\
\dot{\boldsymbol{p}}^{1} & =2\left(\boldsymbol{p}^{1} \times \boldsymbol{\alpha}\right) . \tag{3.24}
\end{align*}
$$

But we know, from the discussions of Subsection 3.1.1 that the linear velocity should also be the cross product between the body's angular velocity and a point in the screw, that is $\dot{\boldsymbol{p}}^{1}=\left(\boldsymbol{p}^{1} \times \boldsymbol{\omega}_{10}^{1}\right)$, with $\boldsymbol{\omega}_{10}^{1}$ being being the angular velocity $\mathcal{F}_{0}$ in relation to $\mathcal{F}_{1}$. Thus

$$
\begin{align*}
\left(\boldsymbol{p}^{1} \times \boldsymbol{\omega}_{10}^{1}\right) & =2\left(\boldsymbol{p}^{1} \times \boldsymbol{\alpha}\right) \\
\boldsymbol{\omega}_{10}^{1} & =2 \boldsymbol{\alpha}=2 \boldsymbol{r}_{1}^{0} \dot{\boldsymbol{r}}_{0}^{1} \tag{3.25}
\end{align*}
$$

which, in turn, yields the differential equation we have been looking for

$$
\begin{equation*}
\dot{\boldsymbol{r}}_{0}^{1}=\frac{1}{2} \boldsymbol{r}_{0}^{1} \boldsymbol{\omega}_{10}^{1} \tag{3.26}
\end{equation*}
$$

This result can be summarized in Definition (3.4).

Definition 3.4. (Quaternion Attitude Kinematics) [28,66] Given the unit quaternion $r$ representing the rotation of a rigid body, we have that its first order derivative is

$$
\begin{equation*}
\dot{\boldsymbol{r}}=\frac{1}{2} \boldsymbol{r} \boldsymbol{\omega} . \tag{3.27}
\end{equation*}
$$

Here $\boldsymbol{\omega}$ is a pure quaternion which represents the angular velocity in the body frame.

### 3.1.3 Dual quaternion based representation of general rigid motion

As was the case for the quaternions, we have presented how dual quaternions represent translations and rotations in space, as well as how they can represent screws. Here we shall proceed as in Subsection 3.1.2 and introduce the relation between a unit dual quaternion first order derivative and the body twist as in $[28,66]$.

To start, let us consider the derivative of the unit dual quaternion expressed in the body frame in (2.81)

$$
\begin{equation*}
\underline{\dot{\boldsymbol{x}}}=\dot{\boldsymbol{r}}+\varepsilon \frac{1}{2}(\dot{\boldsymbol{r}} \boldsymbol{p}+\boldsymbol{r} \dot{\boldsymbol{p}}) . \tag{3.28}
\end{equation*}
$$

We have from (3.27) that $\mathcal{P}(\underline{\dot{\boldsymbol{x}}})=\dot{\boldsymbol{r}}=\frac{1}{2} \boldsymbol{r} \boldsymbol{\omega}$ in the body frame, and, moreover, that the derivative of the body's translation equals to the origin of the moving frame (body), or $\dot{\boldsymbol{p}}=\boldsymbol{v}$. From there we have

$$
\begin{equation*}
\mathcal{D}(\underline{\dot{\boldsymbol{x}}})=\frac{1}{2}\left(\frac{1}{2} \boldsymbol{r} \boldsymbol{\omega} \boldsymbol{p}+\boldsymbol{r} \boldsymbol{v}\right)=\frac{1}{2} \boldsymbol{r}\left(\frac{1}{2} \boldsymbol{\omega} \boldsymbol{p}+\boldsymbol{v}\right), \tag{3.29}
\end{equation*}
$$

and by reassembling the dual quaternion

$$
\begin{align*}
& \underline{\dot{\boldsymbol{x}}}=\frac{1}{2} \boldsymbol{r} \boldsymbol{\omega}+\varepsilon \frac{1}{2} \boldsymbol{r}\left(\frac{1}{2} \boldsymbol{\omega} \boldsymbol{p}+\boldsymbol{v}\right) \\
& \underline{\dot{\boldsymbol{x}}}=\frac{1}{2} \boldsymbol{r}\left(\boldsymbol{\omega}+\varepsilon\left(\frac{1}{2} \boldsymbol{\omega} \boldsymbol{p}+\boldsymbol{v}\right)\right) . \tag{3.30}
\end{align*}
$$

Now we shall hypothesize that $\underline{\dot{\boldsymbol{x}}}=\frac{1}{2} \underline{\boldsymbol{x} \boldsymbol{\omega}}$ [31], with $\underline{\boldsymbol{\omega}}^{b}$ being the body twist. Then we have, from (2.81), (2.25) and (2.26), that

$$
\begin{align*}
& \underline{\dot{\boldsymbol{x}}}=\frac{1}{2} \underline{\boldsymbol{x}}[\mathcal{P}(\underline{\boldsymbol{\omega}})+\varepsilon \mathcal{D}(\underline{\boldsymbol{\omega}})] \\
& \underline{\dot{\boldsymbol{x}}}=\frac{1}{2}\left[\boldsymbol{r}+\varepsilon \frac{1}{2} \boldsymbol{r} \boldsymbol{p}\right][\mathcal{P}(\underline{\boldsymbol{\omega}})+\varepsilon \mathcal{D}(\underline{\boldsymbol{\omega}})] \\
& \underline{\dot{\boldsymbol{x}}}=\frac{1}{2} \boldsymbol{r}\left[\mathcal{P}(\underline{\boldsymbol{\omega}})+\varepsilon\left(\mathcal{D}(\underline{\boldsymbol{\omega}})+\frac{1}{2} \boldsymbol{p} \mathcal{P}(\underline{\boldsymbol{\omega}})\right)\right] . \tag{3.31}
\end{align*}
$$

Furthermore, comparing (3.30) to (3.31) we have

$$
\mathcal{P}(\underline{\boldsymbol{\omega}})+\varepsilon\left(\mathcal{D}(\underline{\boldsymbol{\omega}})+\frac{1}{2} \boldsymbol{p} \mathcal{P}(\underline{\boldsymbol{\omega}})\right)=\boldsymbol{\omega}+\varepsilon\left(\frac{1}{2} \boldsymbol{\omega} \boldsymbol{p}+\boldsymbol{v}\right)
$$

thus

$$
\mathcal{P}(\underline{\boldsymbol{\omega}})=\boldsymbol{\omega}
$$

and from (2.13),

$$
\begin{aligned}
\mathcal{D}(\underline{\boldsymbol{\omega}})+\frac{1}{2} \boldsymbol{p} \boldsymbol{\omega} & =\frac{1}{2} \boldsymbol{\omega} \boldsymbol{p}+\boldsymbol{v} \\
\mathcal{D}(\underline{\boldsymbol{\omega}}) & =\frac{1}{2}(\boldsymbol{\omega} \boldsymbol{p}-\boldsymbol{p} \boldsymbol{\omega})+\boldsymbol{v} \\
\mathcal{D}(\underline{\boldsymbol{\omega}}) & =(\boldsymbol{\omega} \times \boldsymbol{p})+\boldsymbol{v}
\end{aligned}
$$

resulting in

$$
\begin{equation*}
\underline{\boldsymbol{\omega}}=\boldsymbol{\omega}+\varepsilon((\boldsymbol{\omega} \times \boldsymbol{p})+\boldsymbol{v}) . \tag{3.32}
\end{equation*}
$$

However, as we are defining the twist in the body frame, we may rewrite (3.32) as

$$
\begin{equation*}
\underline{\boldsymbol{\omega}}^{b}=\boldsymbol{\omega}^{b}+\varepsilon \boldsymbol{v}^{b} \tag{3.33}
\end{equation*}
$$

With $\boldsymbol{v}^{b}=(\boldsymbol{\omega} \times \boldsymbol{p})+\boldsymbol{v}$ and $\boldsymbol{\omega}^{b}=\boldsymbol{\omega}$. We also note that (3.33) is equal to the body twist defined in (3.19). More so, we also have our hypothesis confirmed, resulting in the rigid body kinematics equation, which is succinctly defined in (3.5).

Definition 3.5. (Dual Quaternion Kinematics) Given the unit dual quaternion $\underline{\boldsymbol{x}}$ we have that its first order derivative is

$$
\begin{equation*}
\underline{\dot{x}}=\frac{1}{2} \underline{\boldsymbol{x}} \underline{\omega}^{b} . \tag{3.34}
\end{equation*}
$$

With $\underline{\boldsymbol{\omega}}^{b}=\boldsymbol{\omega}^{b}+\varepsilon \boldsymbol{v}^{b}, \boldsymbol{v}^{b}=(\boldsymbol{\omega} \times \boldsymbol{p})+\boldsymbol{v}$ and $\boldsymbol{\omega}^{b}=\boldsymbol{\omega}$ and being the twist in the body frame.

### 3.2 RIGID BODY DYNAMICS

In this section we shall deal with the dynamics of an unconstrained rigid body, as presented in the formulation proposed in [31]. Moreover, we shall start by introducing, in Subsection (3.2.1), Newton's equations of motion using dual quaternion algebra as well as Euler's equation for rotating a rigid body and a formulation for wrenches, furthermore, in subsection 3.2.2, we will discuss some aspects of the inertia tensor. Finally, in Subsection 3.2.3 we shall introduce the formulation for rigid body dynamics used throughout the rest of this manuscript.

### 3.2.1 Dynamical Equations of Motion

In this manuscript, we introduce a novel algorithm to calculate the inverse dynamics of a manipulator. Indeed, so far we have been introducing the mathematical concepts behind dual quaternion algebra as well as the very well established kinematic equations for a rigid body. However, the literature is still lagging behind on many topics regarding general concepts of dynamics with dual quaternions, which motivate us to take our time to systematically present even classic Newtonian dynamics here.

To better illustrate those classical concepts, let us look at Figure 3.4a. We note that a system of forces and torques are acting on the body, each may be represented by a pure quaternion such as $\boldsymbol{f}_{\boldsymbol{i}}=f_{i}^{x} \hat{\imath}+f_{i}^{y} \hat{\jmath}+f_{i}^{z} \hat{k}$ and $\boldsymbol{m}_{\boldsymbol{i}}=m_{i}^{x} \hat{\imath}+m_{i}^{y} \hat{\jmath}+m_{i}^{z} \hat{k}$ respectively. Moreover, we may also represent this system of forces as one single force acting on the body's center of mass [49], that is, for $n$ forces

$$
\begin{equation*}
\boldsymbol{f}^{b} \triangleq \sum_{i=1}^{n} \boldsymbol{f}_{i} \tag{3.35}
\end{equation*}
$$

and for $m$ torques

$$
\begin{equation*}
\boldsymbol{m}^{b} \triangleq \sum_{i=1}^{m} \boldsymbol{m}_{i} \tag{3.36}
\end{equation*}
$$

One important definition we must also take into account when describing a rigid body dynamic is the center of mass itself. This point is defined as the place where, given a position $\boldsymbol{r}_{i}$ for the point of mass $m_{i}$, the equation

$$
\begin{equation*}
\sum_{i=1} m_{i} r_{i} \triangleq 0 \tag{3.37}
\end{equation*}
$$

is satisfied ${ }^{3}$.
Another important equations in this section are the quaternion version of the classic Newton law of motion and the Euler's equation for a rotating rigid body, which will be presented in Definitions 3.6 and 3.7 respectively.

[^9]保
Figure 3.4: System of forces and moments acting on a body. In this illustration we have 3.4 a being the representation of some of the forces and moments acting on the link (the red straight arrows represent the forces being transmitted on each joint and $f_{3}$ is the resulting gravity force the curved arrows are the moments acting at the joints). In 3.40 we have a representation of the resulting body wrench on the body (the straight arrow represents the resulting force $\boldsymbol{f}_{b}$ and the curved arrow represents the resulting moment $\boldsymbol{m}_{b}$ ).

Definition 3.6. (Newton Law of Motion) [49] The classic law of motion defined by Newton can be written as

$$
\begin{equation*}
f \triangleq m \ddot{\boldsymbol{p}}, \tag{3.38}
\end{equation*}
$$

in which $\boldsymbol{f} \in \mathbb{H}_{0}$ is a pure quaternion representing the force acting at the center of mass, $\ddot{\boldsymbol{p}} \in \mathbb{H}_{0}$ is the second derivative of the center of mass' position (its acceleration) and $m \in \mathbb{R}^{+}$is a positive scalar denoting the body's mass [33, 34].

Definition 3.7. (Euler's Equation of Rotational Motion) [33] The torque in Euler's equations for the rotational dynamics of a body in quaternion algebra is

$$
\begin{equation*}
\boldsymbol{m} \triangleq \mathcal{T}(\boldsymbol{I}) \dot{\boldsymbol{\omega}}+\boldsymbol{\omega} \times(\mathcal{T}(\boldsymbol{I}) \boldsymbol{\omega}), \tag{3.39}
\end{equation*}
$$

in which $\boldsymbol{I} \in \mathbb{R}^{3 \times 3}$ is the body's inertia, $\boldsymbol{\omega} \in \mathbb{H}_{0}$ is the angular velocity and $\dot{\boldsymbol{\omega}} \in \mathbb{H}_{0}$ its first order derivative.

Remark 3.2. We note from Definition 3.7 that, although $\boldsymbol{I}$ is sometimes defined as a matrix, it can be substituted by other representations, as will be discussed in more length in Subsection 3.2.2.
Remark 3.3. It is also important to stress that (3.38) and (3.39) are generic equations expressed in the body frame, but that can be easily transformed to another frame by means of an adjoint transformation as (2.78).

Finally, we shall also discuss here the definition of a wrench applied to a screw axis as illustrated in Figure 3.4b. Thus we introduce Poinsot's theorem, stated bellow [83].

Theorem 3.2. "Every system of forces is equivalent to a single force, plus a couple with a moment parallel to that force."

As we can see, Theorem 3.2 is analogous to Theorem 3.1, only in terms of dynamic variables. Indeed, due to their similarity both theorems can be written in terms of screw theory, which in the case proposed by

Chasles resulted in the definition of the body twist and in Poinsot's case will result in the definition of a wrench. Therefore, we may define a wrench as the pair of force and torque applied on a screw axis, which in terms of Plücker coordinates is

$$
\begin{equation*}
\underline{f}=f+\varepsilon \boldsymbol{m} \tag{3.40}
\end{equation*}
$$

In (3.40) $\boldsymbol{f}$ represent the force and $\boldsymbol{m}$ the moment applied about the body's center of mass [31,37] ${ }^{4}$. As previously stated wrenches, as twists, are made out of a linear component and an angular component acting out along a screw axis, only in this case, this components are a force [as in (3.38)] and a moment [as in (3.39)] respectively.

### 3.2.2 Inertia Tensor

One important model in rotational dynamics is the distribution of mass in a body, given by the inertia tensor (some times also referred to as rotational inertia matrix). In its most basic form, the rotational inertia is a function of a point's position and its mass, which can be generally described by the six parameters

$$
\boldsymbol{I}=\left[\begin{array}{lll}
\mathcal{I}_{x x} & \mathcal{I}_{x y} & \mathcal{I}_{x z}  \tag{3.41}\\
\mathcal{I}_{y x} & \mathcal{I}_{y y} & \mathcal{I}_{y z} \\
\mathcal{I}_{z x} & \mathcal{I}_{z y} & \mathcal{I}_{z z}
\end{array}\right]
$$

The matrix (3.41) can be calculated through many different strategies and the literature also deals extensively with identification algorithms in order to estimate its parameters for more complicated structures [54, 91, 92]. The identification problem is a complex and important one, which should be explored in more depth in future works. In this manuscript, however, we will assume that the parameters of (3.41) are known. Furthermore, it is still important to explore other aspects pertaining the inertia tensor.

The inertia tensor, much like the mass, is a value resisting the motion of a body -or ensuring its inertia. In this manner, the inertia tensor is defined as symmetric and positive definite. Moreover, another important observation regarding $I$ is that it is calculated by taking in consideration the positions of the particles in the body, and therefore it is not constant if represented at the inertial frame. However, if we represent $I^{b}$ in a frame rigidly attached to a rigid body, the positions of the particles will be constants, and consequently so will the inertia tensor [49, 93].

Some authors, in order to write more concise and efficient equations, may also define a spatial inertia matrix by creating an augmented matrix $\mathcal{G} \in \mathbb{R}^{6 \times 6}$ that encloses both (3.41) and the mass. That is,

$$
\boldsymbol{G}=\left[\begin{array}{cc}
\boldsymbol{I} & \mathbf{0}  \tag{3.42}\\
\mathbf{0} & m \boldsymbol{I}_{3}
\end{array}\right]
$$

with $\boldsymbol{I}_{3}$ being the $3 \times 3$ identity matrix and $m$ the mass. Although this approach suffices for applications in $\mathbb{R}^{3}$, the dimensions in (3.42) are incompatible with a dual quaternion by matrix multiplication as defined in Subsection 2.1.4, thus the need to adapt this solution arises. In [31] a more suitable matrix is formulated by relying on a manifold mapping from $\mathbb{H}^{0} \otimes \mathbb{D}$ to $\mathbb{R}^{8}$ and its inverse mapping. In other words, they introduce the

[^10]Dual Inertia Matrix (a real $8 \times 8$ symmetric matrix) as

$$
\mathcal{G}_{b}=\left[\begin{array}{cccc}
1 & \mathbf{0}_{1 \times 3} & 0 & \mathbf{0}_{1 \times 3}  \tag{3.43}\\
\mathbf{0}_{3 \times 1} & m \boldsymbol{I}_{3} & \mathbf{0}_{3 \times 1} & \mathbf{0}_{3 \times 3} \\
0 & \mathbf{0}_{1 \times 3} & 1 & \mathbf{0}_{1 \times 3} \\
\mathbf{0}_{3 \times 1} & \mathbf{0}_{3 \times 3} & \mathbf{0}_{3 \times 1} & \boldsymbol{I}^{b}
\end{array}\right]
$$

Although (3.43) provides us with a great solution to write down the dynamics of a rigid body in terms of dual quaternions, there are still some issues with it. In [31] the use of (3.43) also creates the need for a complex and counter-intuitive "switch operator" to properly describe the rigid body dynamics. Thus, in our previous work [60] we have improved parts of the formulation in [31] by substituting (3.43) by our Dual Quaternion Inertia Transformation (see Definiton 3.8), and, therefore, we were able to write the dynamical equations only in terms of multiplications and additions, as will be further discussed in Subsection (3.2.3).

Finally, we introduce in Definition 3.8 our alternative to (3.42) and (3.43).

Definition 3.8. (Dual Quaternion Inertia Transformation) The Dual Quaternion Inertia Transformation is defined by the operator $G: \mathbb{H}_{0} \longrightarrow \underline{\mathbb{H}}_{0}$, with

$$
\begin{align*}
& G\left(\underline{\boldsymbol{\omega}}^{b}\right) \triangleq m \mathcal{D}\left(\underline{\boldsymbol{\omega}}^{b}\right)+\varepsilon\left(\boldsymbol{I}_{x}^{b} \omega_{x}+\boldsymbol{I}_{y}^{b} \omega_{y}+\boldsymbol{I}_{z}^{b} \omega_{z}\right),  \tag{3.44}\\
& G\left(\underline{\dot{\boldsymbol{\omega}}}^{b}\right) \triangleq m \mathcal{D}\left(\underline{\dot{\boldsymbol{\omega}}}^{b}\right)+\varepsilon\left(\boldsymbol{I}_{x}^{b} \dot{\omega}_{x}+\boldsymbol{I}_{y}^{b} \dot{\omega}_{y}+\boldsymbol{I}_{z}^{b} \dot{\omega}_{z}\right)
\end{align*}
$$

in which, $\underline{\boldsymbol{\omega}}^{b}$ and $\underline{\dot{\boldsymbol{\omega}}}^{b}$ are the body generalized twist and accelerations, with respect to the center of mass. Also the inertia tensor of the rigid body characterized by $\boldsymbol{I}_{x}^{b}=I_{x x} \hat{\imath}+I_{y x} \hat{\jmath}+I_{z x} \hat{k}, \boldsymbol{I}_{y}^{b}=I_{x y} \hat{\imath}+I_{y y} \hat{\jmath}+I_{z y} \hat{k}$, and $\boldsymbol{I}_{z}^{b}=I_{x z} \hat{\imath}+I_{y z} \hat{\jmath}+I_{z z} \hat{k}$, in the body frame.

Remark 3.4. We notice that the angular component of $\underline{\boldsymbol{\omega}}^{b}$ and $\underline{\dot{\omega}}^{b}$ are given by $\mathcal{P}\left(\underline{\boldsymbol{\omega}}^{b}\right)=\omega_{x} \hat{\imath}+\omega_{y} \hat{\jmath}+\omega_{z} \hat{k}$ and $\mathcal{P}\left(\underline{\dot{\boldsymbol{j}}}^{b}\right)=\dot{\omega}_{x} \hat{\imath}+\dot{\omega}_{y} \hat{\jmath}+\dot{\omega}_{z} \hat{k}$ respectively. We also note that they can be viewed as pure quaternion representations of column vectors of (3.43).

### 3.2.3 Rigid Body Dynamics in Dual Quaternion Algebra

In this Subsection, we take advantage of the formulation proposed by [31] for the dynamics of an unconstrained rigid body and, together with the classical Newton-Euler equations in (3.38) and (3.39), the formulation for wrenches in (3.40) and the Dual Quaternion Inertia Transformation in Definition 3.8, we shall introduce the dynamic equations that will be used on the remainder of this manuscript.

Thus, let us consider a rigid body such as the one in Figure 3.4b, with its reference frame located at the object's center of mass. This body is made out of a finite number of particles with positions $\boldsymbol{p}_{i}$ and mass $m_{i}$, also the body is moving with a body twist of $\underline{\omega}^{b}=\boldsymbol{\omega}^{b}+\varepsilon \boldsymbol{v}^{b}$. From Definition 3.5 we can infer that

$$
\dot{\boldsymbol{p}}_{i}=\boldsymbol{v}_{i}=\boldsymbol{\omega}^{b} \times \boldsymbol{p}_{i}+\boldsymbol{v}^{b}
$$

and, furthermore,

$$
\begin{align*}
\ddot{p}_{i} & =\dot{\boldsymbol{\omega}}^{b} \times \boldsymbol{p}_{i}+\boldsymbol{\omega}^{b} \times \dot{\boldsymbol{p}}_{i}+\dot{\boldsymbol{v}}^{b} \\
& =\dot{\boldsymbol{\omega}}^{b} \times \boldsymbol{p}_{i}+\boldsymbol{\omega}^{b} \times\left(\boldsymbol{\omega}^{b} \times \boldsymbol{p}_{i}+\boldsymbol{v}^{b}\right)+\dot{\boldsymbol{v}}^{b} \\
& =\dot{\boldsymbol{\omega}}^{b} \times \boldsymbol{p}_{i}+\boldsymbol{\omega}^{b} \times \boldsymbol{\omega}^{b} \times \boldsymbol{p}_{i}+\boldsymbol{\omega}^{b} \times \boldsymbol{v}^{b}+\dot{\boldsymbol{v}}^{b} . \tag{3.45}
\end{align*}
$$

By incorporating (3.45) in (3.38) we have the force acting on each particle,

$$
\begin{equation*}
\boldsymbol{f}_{i}=m_{i}\left(\dot{\boldsymbol{\omega}}^{b} \times \boldsymbol{p}_{i}+\boldsymbol{\omega}^{b} \times \boldsymbol{\omega}^{b} \times \boldsymbol{p}_{i}+\boldsymbol{\omega}^{b} \times \boldsymbol{v}^{b}+\dot{\boldsymbol{v}}^{b}\right) . \tag{3.46}
\end{equation*}
$$

Moreover, stemming from the fact that the sum of forces in a body can be substituted by a single force acting along the wrench [Theorem 3.2 and (3.35)], we have

$$
\begin{equation*}
\boldsymbol{f}^{b}=\sum_{i=1}^{n} \boldsymbol{f}_{i}=\sum_{i=1}^{n} m_{i}\left(\dot{\boldsymbol{\omega}}^{b} \times \boldsymbol{p}_{i}+\boldsymbol{\omega}^{b} \times \boldsymbol{\omega}^{b} \times \boldsymbol{p}_{i}+\boldsymbol{\omega}^{b} \times \boldsymbol{v}^{b}+\dot{\boldsymbol{v}}^{b}\right) \tag{3.47}
\end{equation*}
$$

Also, by direct verification, we see that (2.13) is endowed with the propriety that $\boldsymbol{a} \times \boldsymbol{b}=-\boldsymbol{b} \times \boldsymbol{a}$. By taking advantage of this, we may rewrite (3.47) as

$$
\begin{align*}
\boldsymbol{f}^{b} & =\sum_{i=1}^{n} m_{i}\left(-\boldsymbol{p}_{i} \times \dot{\boldsymbol{\omega}}^{b}-\boldsymbol{p}_{i} \times \boldsymbol{\omega}^{b} \times \boldsymbol{\omega}^{b}+\boldsymbol{\omega}^{b} \times \boldsymbol{v}^{b}+\dot{\boldsymbol{v}}^{b}\right) \\
& =\sum_{i=1}^{n} m_{i}\left(\boldsymbol{\omega}^{b} \times \boldsymbol{v}^{b}+\dot{\boldsymbol{v}}^{b}\right)-\sum_{i=1}^{n} m_{i} \boldsymbol{p}_{i} \times\left(\dot{\boldsymbol{\omega}}^{b}+\boldsymbol{\omega}^{b} \times \boldsymbol{\omega}^{b}\right) . \tag{3.48}
\end{align*}
$$

From (3.37) we also know that the sum of the products $m_{i} \boldsymbol{p}_{i}$ for all particles should be equal to zero in the center of mass, resulting in $\sum_{i=1}^{n} m_{i} \boldsymbol{p}_{i} \times\left(\dot{\boldsymbol{\omega}}^{b}+\boldsymbol{\omega}^{b} \times \boldsymbol{\omega}^{b}\right)=0$ and

$$
\begin{equation*}
\boldsymbol{f}^{b}=\sum_{i=1}^{n} m_{i}\left(\boldsymbol{\omega}^{b} \times \boldsymbol{v}^{b}+\dot{\boldsymbol{v}}^{b}\right)=m\left(\boldsymbol{\omega}^{b} \times \boldsymbol{v}^{b}+\dot{\boldsymbol{v}}^{b}\right) . \tag{3.49}
\end{equation*}
$$

Considering the version of Newton's equation in (3.49) and Euler's equation in (3.39), also in the body frame [i.e. $\boldsymbol{m}^{b}=\boldsymbol{I}^{b} \dot{\boldsymbol{\omega}}^{b}+\boldsymbol{\omega}^{b} \times\left(\boldsymbol{I}^{b} \boldsymbol{\omega}^{b}\right)$ ] we may write the body wrench

$$
\begin{align*}
& \underline{\boldsymbol{f}}^{b}=\boldsymbol{f}^{b}+\varepsilon \boldsymbol{m}^{b} \\
& \underline{\boldsymbol{f}}^{b}=m\left(\boldsymbol{\omega}^{b} \times \boldsymbol{v}^{b}+\dot{\boldsymbol{v}}^{b}\right)+\varepsilon\left(\boldsymbol{I}^{b} \dot{\boldsymbol{\omega}}^{b}+\boldsymbol{\omega}^{b} \times\left(\boldsymbol{I}^{b} \boldsymbol{\omega}^{b}\right)\right) \tag{3.50}
\end{align*}
$$

in which, for now, we assume $\boldsymbol{I}$ is a compatible inertia tensor. Furthermore, we can make use of two facts to manipulate (3.50):

Fact 3.1. As follows directly from (2.13) $\boldsymbol{v}^{b} \times m \boldsymbol{v}^{b}=0$
Fact 3.2. For any $\underline{\boldsymbol{q}} \in \underline{\mathbb{H}}$ we have

$$
\underline{\boldsymbol{q}}=\boldsymbol{q}_{P}+\varepsilon\left(\boldsymbol{q}_{D}+\varepsilon \boldsymbol{q}_{D}^{\prime}\right)=\boldsymbol{q}_{P}+\varepsilon \boldsymbol{q}_{D}+\varepsilon^{2} \boldsymbol{q}_{D}^{\prime}=\boldsymbol{q}_{\boldsymbol{P}}+\varepsilon \boldsymbol{q}_{D}
$$

With Facts 3.1 and 3.2, (3.50) can become

$$
\underline{\boldsymbol{f}}^{b}=m\left(\boldsymbol{\omega}^{b} \times \boldsymbol{v}^{b}+\dot{\boldsymbol{v}}^{b}\right)+\varepsilon\left(\boldsymbol{I}^{b} \dot{\boldsymbol{\omega}}^{b}+\boldsymbol{\omega}^{b} \times\left(\boldsymbol{I}^{b} \boldsymbol{\omega}^{b}\right)+\boldsymbol{v}^{b} \times m \boldsymbol{v}^{b}+\varepsilon \boldsymbol{v}^{b} \times\left(\boldsymbol{I}^{b} \boldsymbol{\omega}^{b}\right)\right)
$$

Rearranging (3.50) we have

$$
\begin{align*}
& \underline{\boldsymbol{f}}^{b}=\boldsymbol{\omega}^{b} \times\left(m \boldsymbol{v}^{b}+\varepsilon\left(\boldsymbol{I}^{b} \boldsymbol{\omega}^{b}\right)\right)+\left(m \dot{\boldsymbol{v}}^{b}+\varepsilon\left(\boldsymbol{I}^{b} \dot{\boldsymbol{\omega}}^{b}\right)\right)+\varepsilon\left(\boldsymbol{v}^{b} \times\left(m \boldsymbol{v}^{b}+\varepsilon\left(\boldsymbol{I}^{b} \dot{\boldsymbol{\omega}}^{b}\right)\right)\right) \\
& \underline{\boldsymbol{f}}^{b}=\left(\boldsymbol{\omega}^{b}+\varepsilon \boldsymbol{v}^{b}\right) \times\left(m \boldsymbol{v}^{b}+\varepsilon\left(\boldsymbol{I}^{b} \boldsymbol{\omega}^{b}\right)\right)+\left(m \dot{\boldsymbol{v}}^{b}+\varepsilon\left(\boldsymbol{I}^{b} \dot{\boldsymbol{\omega}}^{b}\right)\right) \tag{3.51}
\end{align*}
$$

Moreover, as discussed in Subsection 3.2.2, there are different ways to represent the spatial inertia and not all of them are well posed for for the dual quaternion problem. In [31], the matrix (3.43) requires us to switch the primary and dual parts of $\boldsymbol{\omega}^{b}$ and $\dot{\boldsymbol{\omega}}^{b}$ when performing multiplication, resulting in complicated equations which are also a costly (See Chapter 5 for a discussion on computational cost). Since the linear and angular elements of the generalized twist and body acceleration are described by pure quaternions of the form $\underline{\omega}^{b}=\boldsymbol{\omega}^{b}+\varepsilon \boldsymbol{v}^{b}$, we can take advantage of (3.19) to rewrite (3.51) in terms of the elements of $\boldsymbol{I}^{b}$,

$$
\begin{equation*}
\underline{\boldsymbol{f}}^{b}=\underline{\boldsymbol{\omega}}^{b} \times\left(m \mathcal{D}\left(\underline{\boldsymbol{\omega}}^{b}\right)+\varepsilon\left(\boldsymbol{I}_{x}^{b} \omega_{x}+\boldsymbol{I}_{y}^{b} \omega_{y}+\boldsymbol{I}_{z}^{b} \omega_{z}\right)\right)+\left(m \mathcal{D}\left(\underline{\dot{\boldsymbol{\omega}}}^{b}\right)+\varepsilon\left(\boldsymbol{I}_{x}^{b} \dot{\omega}_{x}+\boldsymbol{I}_{y}^{b} \dot{\omega}_{y}+\boldsymbol{I}_{z}^{b} \dot{\omega}_{z}\right)\right) \tag{3.52}
\end{equation*}
$$

As the terms $m \mathcal{D}\left(\underline{\boldsymbol{\omega}}^{b}\right)+\varepsilon\left(\boldsymbol{I}_{x}^{b} \omega_{x}+\boldsymbol{I}_{y}^{b} \omega_{y}+\boldsymbol{I}_{z}^{b} \omega_{z}\right)$ and $m \mathcal{D}\left(\underline{\dot{\boldsymbol{\omega}}}^{b}\right)+\varepsilon\left(\boldsymbol{I}_{x}^{b} \dot{\omega}_{x}+\boldsymbol{I}_{y}^{b} \dot{\omega}_{y}+\boldsymbol{I}_{z}^{b} \dot{\omega}_{z}\right)$ in (3.52) are the definition of the Dual Quaternion Inertia Transformation in (3.44), (3.52) becomes

$$
\begin{equation*}
\underline{\boldsymbol{f}}^{b}=\underline{\boldsymbol{\omega}}^{b} \times G\left(\underline{\boldsymbol{\omega}}^{b}\right)+G\left(\underline{\boldsymbol{\dot { \boldsymbol { j } }}}^{b}\right) . \tag{3.53}
\end{equation*}
$$

Thus, to summarize, we introduce Definition for the dynamics of a rigid body in terms of twists and wrenches.

Definition 3.9. (Rigid Body Dynamics) Given the twist of an object in the body frame, $\underline{\boldsymbol{\omega}}^{b}$, and the Dual Quaternion Inertia Transformation in (3.44) we may obtain the object's wrench $\underline{f}^{b}$, also in the body frame from

$$
\begin{equation*}
\underline{f}^{b}=\underline{\boldsymbol{\omega}}^{b} \times G\left(\underline{\boldsymbol{\omega}}^{b}\right)+G\left(\underline{\dot{\boldsymbol{\omega}}}^{b}\right) \tag{3.54}
\end{equation*}
$$

### 3.3 MANIPULATOR KINEMATICS

The kinematics of a manipulator is concerned with modeling the relationships between the robot's joints and links. Thus, to address this problem we shall return to the manipulator description stated in the beginning of this chapter, and to Figure 3.1.

A manipulator-particularly a serial manipulator-is made out of a series of rigid bodies known as links which are connected to each other by a set of joints. Indeed, we have addressed extensively the free movement of one link (or rigid body) throughout Sections 3.1 and 3.2, yet we are still to explore the connections between a series of links as well as the role of the joints.

To start understanding the full mechanism of a robotic arm we must first look at the joint which is attached to a motor and therefore can provide movement to its adjacent links. Joints are mainly prismatic, revolute or cylindrical, something that can be better understood when looking at the dual angle such as (3.16) of a link performing a screw motion:

1. Revolute joints will only provide single axis rotation to the object they are attached to, thus in (3.16) $d=0$ and the motion will be governed by $\underline{\theta}=\theta$;


Figure 3.5: In 3.5a we have an illustration of the Forward kinematics problem, in which we aim to find endeffector pose given the joints. In 3.5 b the inverse problem is illustrated, in which we want to calculate the joints based on the end-effector's pose.
2. Prismatic Joints will provide a sliding motion in one axis, thus in (3.16) $\theta=0$ and the motion will be governed by $\underline{\theta}=\varepsilon d$;
3. Cylindrical joints will provide combination of the sliding and rotational motion of the previous joints, resulting in $\underline{\theta}=\theta+\varepsilon d$.

One important fact about the joints is that they not only provide movement, but also create constrains to the body, something that is usually accounted when we refer to the "Degrees of Freedom" (DoF) of a robot. One revolute or prismatic joints only allow for movements in one axis, thus they provide one DoF to the body, cylindrical joints, on the other hand, yields two DoFs. To reach all points in space a mechanism would usually need 6-DoFs (to allow both translation and rotation in the three orthogonal vectors), which is usually achieved by connecting the joints and the links: as 6-DoF robots are needed, we usually expect robots to have six revolute or prismatic joints. Robots with less than six joints are considered under-actuated and robots with more than six degrees of freedom are over-actuated [85].

Following the discussion on the joints, we must also tackle the relationship between them and the links in the whole chain of the robot. This problem is usually posed in terms of the Forward Kinematics (FKM) or the Inverse Kinematics (IK) models. The forward kinematics problem, illustrated in Figure 3.5a, aims at determining the end-effector configuration based on a function of the joints, this will be detailed in Subsection 3.3.1. Moreover, the inverse kinematic problem (Figure 3.5b) is, as the name suggests, the inverse problem: we aim to find the joint variable in terms of the end-effector position. Indeed, while won't be dealing with the inverse problem in this manuscript, we would like to highlight that the IK is more difficult than the direct problem, usually having multiple solutions.

Aditionally, in Subsection 3.3.1, we shall be discussing the FKM problem in dual quaternion algebra as well as two different ways of parametrization for the equations.

### 3.3.1 Forward Position Kinematics Modeling

The forward position kinematics, as illustrated in Figure 3.5a, is a mapping of the joint configuration of an $n$-joint robot to its end-effector pose, such that, we have the function $\underline{f}_{\text {FKM }}: \mathbb{D}^{n} \rightarrow \operatorname{Spin}(3) \ltimes \mathbb{R}^{3}$,

$$
\begin{equation*}
\underline{x}_{\mathrm{EF}}=\underline{f}_{\mathrm{FKM}}(\underline{\theta}) . \tag{3.55}
\end{equation*}
$$

Here $\underline{\boldsymbol{x}}_{\mathrm{EF}} \in \operatorname{Spin}(3) \ltimes \mathbb{R}^{3}$ is the end-effector pose and $\underline{\boldsymbol{\theta}} \in \mathbb{D}^{n}$ is the joint configuration vector defined as $\underline{\boldsymbol{\theta}}=\left[\begin{array}{lllll}\underline{\theta}_{1} & \underline{\theta}_{2} & \underline{\theta}_{3} & \cdots & \underline{\theta}_{n}\end{array}\right]^{T}$. In order to define the function (3.55) we should consider each intermediate link's pose relative to the previous one, and through a number of successive rigid transformations up to the end of the chain we may obtain the end-effector pose itself-note that a sequence of rigid motions can be represented by a sequence of unit dual quaternion multiplications [28,66].

Therefore, let $\underline{\boldsymbol{x}}_{i+1}^{i}$ be a transformation from link $i$ to link $i+1$, if we consider an $n$-joint serial chain we may obtain the end-effector's pose as

$$
\begin{equation*}
\underline{\boldsymbol{x}}_{\mathrm{EF}}=\underline{\boldsymbol{x}}_{1}^{0} \underline{\boldsymbol{x}}_{2}^{1} \ldots \underline{\boldsymbol{x}}_{n+1}^{n} . \tag{3.56}
\end{equation*}
$$

We highlight here that $\underline{\boldsymbol{x}}_{i+1}^{i}$ is a function of $\underline{\theta}_{i}$, such as $\underline{\boldsymbol{x}}_{i+1}^{i}=\underline{\boldsymbol{f}}_{\mathrm{FKM}, \mathrm{i}}\left(\underline{\theta}_{i}\right)$, which in turn results in (3.56) being a function of $\underline{\boldsymbol{\theta}}=\left[\begin{array}{lllll}\underline{\theta}_{1} & \underline{\theta}_{2} & \underline{\theta}_{3} & \cdots & \underline{\theta}_{n}\end{array}\right]$ as described in (3.55).

Finally, in order to properly compute (3.55) we must define a convention to describe the pose of each link relative to the last one. Indeed the literature provides us with quite a few solutions for the parametrization of $\underline{\boldsymbol{x}}_{i+1}^{i}$, the most typical one being the Denavit-Hartenberg (D-H) parameters. However, in this manuscript we have chosen to use an alternative, less "famous" solution: the Product of Exponentials (PoE). In the next few subsections we shall detail a bit more of both the D-H parameters and the Product of exponentials, and furthermore, we shall also compare both of them in order to make our case for why the PoE formulation is more suited for this work.

### 3.3.1.1 Denavit-Hartenberg parameters

The basic idea behind the D-H parameters is to derive the forward kinematics by attaching frames to each of the robot's links and then calculating its displacement through a set of four parameters, as exemplified in $[36,37]$.

The first step to calculate (3.56) through this method is allocating the frames in the robot, something that cannot be done arbitrarily in this case. The D-H convention has a set of rules to systematically assign frames to links:

Rule 1: First we establish a base coordinate system, here we will use $\mathcal{F}_{0}=\left\{\hat{x}_{0}, \hat{y}_{0}, \hat{z}_{0}\right\}$ coinciding with the robot's base.

Rule 2: Then we establish the joint axis. The $\hat{z}_{i}$ axis of $\mathcal{F}_{i}$ is aligned with the $i+1$ joint axis, the $\hat{z}_{i+1}$ axis of the frame $\mathcal{F}_{i+1}$ coincides with the axis of joint $i+2$ and so forth. The direction of a positive rotation around each $\hat{z}$ axis is defined by the right hand rule.

Rule 3: The next step is defining origin $O_{i}$ of each of the frames. Thus, we find the line segment that orthogonally intersects both $\hat{z}_{i}$ and $\hat{z}_{i+1}$ and place frame $O_{i+1}$ there (alternatively we may place $O_{i+1}$ at the intersection of the common normal between $\hat{z}_{i}$ and $\hat{z}_{i+1}$ and the $\hat{z}_{i}$ axis.


Figure 3.6: Representation of the product of exponentials formula. Here we show the screw transformation for each of the links. In $A$ we have the robot at its home position, with all $\theta_{i}=0$, from $B-D$ we are moving one link at a time until the final robot configuration is reached in $D$.

Rule 4: Next we must place $\hat{x}_{i+1}$ in the direction of the common normal between $\hat{z}_{i}$ and $\hat{z}_{i+1}$.
Rule 5: Finally we determine $\hat{y}_{i}$ at the direction satisfying the right hand rule, that is $\hat{x}_{i} \times \hat{y}_{i}=\hat{z}_{i}$.

Once the frames are assigned to all links we will be able to calculate the four D-H parameters and thus the transformation between the consecutive links. Hence, the transformation $\underline{x}_{\mathrm{DH}}$ is defined as

$$
\begin{equation*}
\underline{\boldsymbol{x}}_{\mathrm{DH}}=\boldsymbol{r}_{\hat{z}, \theta} \underline{\boldsymbol{p}}_{\hat{z}, d} \underline{\boldsymbol{p}}_{\hat{x}, a} \boldsymbol{r}_{\hat{x}, \alpha}, \tag{3.57}
\end{equation*}
$$

with the parameters being

$$
\begin{cases}\boldsymbol{r}_{\hat{z}, \theta}=\cos \frac{\theta}{2}+\sin \frac{\theta}{2} \hat{k} & \text { The quaternion rotation of } \theta \text { along the } \hat{z} \text { axis; } \\ \underline{\boldsymbol{p}}_{\hat{z}, d}=1+\varepsilon\left(\frac{1}{2} d\right) \hat{k} & \text { The pure translation } d \text { along the } \hat{z} \text { axis; } \\ \underline{\boldsymbol{p}}_{\hat{x}, a}=1+\varepsilon\left(\frac{1}{2} a\right) \hat{\imath} & \text { The pure translation } a \text { along the } \hat{x} \text { axis; } \\ \boldsymbol{r}_{\hat{x}, \alpha}=\cos \frac{\alpha}{2}+\sin \frac{\alpha}{2} \hat{\imath} & \text { The quaternion rotation of } \alpha \text { along the } \hat{x} \text { axis. }\end{cases}
$$

Finally, by substituting each $\underline{\boldsymbol{x}}_{i+1}^{i}$ in (3.56) by transformation (3.57) we may obtain the end-effector's pose (as well as the pose of all frames placed throughout the manipulator).

### 3.3.1.2 Product of Exponentials

One alternative to the Denavit-Hartenberg parameters is the product of exponentials formula (PoE) [40,49]. In this formulation we take key concepts of screw theory in order to model manipulator: in other words, here we regard each joint as applying a screw motion to all the outward links. Moreover, to better contextualize the PoE let us look at Figure (3.6) throughout the remainder of this section.

We start out the process of calculation the PoE based transformation by placing the robot at the home configuration, that is, the set up $\underline{\theta}^{h}$ in which all joints are at their initial position-this is represented by $A$ in

Figure 3.6. At the home configuration, we also define $\underline{\delta}_{i-1}^{i}$ as the dual quaternion representing the configuration of $\mathcal{F}_{i-1}$ expressed in the frame $\mathcal{F}_{i}$, where $\mathcal{F}_{0}$ is the base frame coinciding with the robot's base and and $\mathcal{F}_{n+1}$ is the reference frame attached to the end-effector. We note here that the PoE does not impose any constrains in regards to the positioning of the intermediate frames, however, as we are dealing with dynamic equations in this manuscript, it becomes interesting to allocate the frames $\mathcal{F}_{1}$ to $\mathcal{F}_{n}$ at the center of mass of each link. Furthermore, we can represent the transformation from one frame to another as $\underline{\boldsymbol{\delta}}_{i}^{i-1}=\left(\underline{\boldsymbol{\delta}}_{i-1}^{0}\right)^{*} \underline{\boldsymbol{\delta}}_{i}^{0}$ and $\left(\underline{\boldsymbol{\delta}}_{i}^{i-1}\right)^{*}=\underline{\boldsymbol{\delta}}_{i-1}^{i}=\left(\underline{\boldsymbol{\delta}}_{i}^{0}\right)^{*} \underline{\boldsymbol{\delta}}_{i-1}^{0}$.

Hence, the rigid transformation from robot's base to to its end-effector, $\underline{\boldsymbol{\delta}}_{E F}$, in the home configuration can be given by

$$
\begin{equation*}
\underline{\boldsymbol{\delta}}_{E F}=\underline{\boldsymbol{\delta}}_{1}^{0} \underline{\boldsymbol{\delta}}_{2}^{1} \ldots \underline{\boldsymbol{\delta}}_{n+1}^{n} \tag{3.58}
\end{equation*}
$$

As all angles in (3.58) are in their initial state the transformation becomes very simple. However, we aim to obtain a more general model of the robot when the joints are actuating. To this end we must return to the concept outlined in the beginning of this subsection: that the PoE regards each joint as applying a screw motion over the links. Thus, we proceed by taking the concepts of Subsection 3.1.1.

Still at the home position, we define the screw axis of the links as the Plucker line $\underline{\boldsymbol{s}}_{i}=\boldsymbol{\omega}_{i}+\varepsilon \boldsymbol{v}_{i}$, with reference to the base frame. In this axis $\boldsymbol{\omega}_{i}$ and $\boldsymbol{v}_{i}$ are the angular and linear velocity, respectively, and, if joint $i$ is a revolute joint, $\boldsymbol{p}_{i}$ is a point located on the screw axis such that $\boldsymbol{v}_{i}=\boldsymbol{p}_{i} \times \boldsymbol{\omega}_{i}$. As this representation is in frame $\mathcal{F}_{0}$, so we also need to transform it to each link's own frame of reference, thus we use the adjoint expression in (2.89) to make this change,

$$
\begin{equation*}
\underline{\boldsymbol{a}}_{i}=\operatorname{Ad}\left(\underline{\boldsymbol{\delta}}_{0}^{i}\right) \underline{\boldsymbol{s}}_{i} \tag{3.59}
\end{equation*}
$$

Finally, with all screw axis in place we only need to move them over the dual angle displacement $\Delta \underline{\theta}_{i}=$ $\underline{\theta}_{i}(t)-\underline{\theta}_{i}^{h}$. Thus, from (3.17) we have the pose transformation of the link $i$ expressed in frame $\mathcal{F}_{i-1}$,

$$
\begin{equation*}
\underline{\boldsymbol{x}}_{i}^{i-1}\left(\underline{\theta}_{i}(t)\right)=\underline{\boldsymbol{\delta}}_{i-1}^{i} \exp \left(\underline{\boldsymbol{a}}_{i} \frac{\Delta \underline{\theta}_{i}}{2}\right) . \tag{3.60}
\end{equation*}
$$

As we can see in Figure 3.6 we may displace one joint at a time, through a screw, motion until we get to the final pose. Indeed this process is an illustration of (3.56) in which each displacement is given by (3.60). Thus, it becomes clear the end-pose stems from (3.56).

### 3.3.1.3 Comparison

In [28,40,94], we see different recursive techniques being presented to solve the forward kinematics model (FKM) of a serial manipulator based on dual quaternions. The DH parameters are indeed the most popular way to describe the transformations between one joint and another, as we do not need to be overly concerned with frame placements and the robot model is very easily obtained. However, many applications demand the PoE solution, and in particular, robotic systems described with dual quaternions benefit from it.

In [40], the authors makes a compelling case for the screw theory alternative. As it is argued, this approach based on line transformations [95] is considerably more efficient then the other techniques such as the computation of the FKM based on DH approach. More so, the screw representation is much more intuitive and the position of the frames can be chosen without the many restrictions that DH parameters impose, thus each link's frame of reference can be at the center of mass of the body, which simplifies the dynamical equations.

Of course, both representations have advantages and disadvantages. However, aiming to explore cost efficient solutions, we believe the screw based approaches are more suited to the work being explored in the scope of this manuscript. DUAL QUATERNION RECURSIVE NEWTON
EULER ALGORITHM (DQRNEA)

In this chapter we shall continue our investigation over the equations that govern the motions of a robot and, particularly, how they may be written in the dual quaternion formulation. Indeed, as was shown in Chapter 3, a lot has been published regarding the kinematics representation of open chains in dual quaternion algebra and on the dynamics of rigid bodies. Nonetheless, the literature is still quite lacking in terms of the representation of manipulators with the algebra of dual quaternions.

In this context, we aim at introducing, to the best of the author's knowledge, a novel, computationally efficient algorithm for modeling the dynamics of a serial chain based on dual quaternion algebra: the Dual Quaternion Recursive Newton Euler Algorithm (dqRNEA). In Section 4.1, we shall first explore the preliminary concepts relating to the dynamics of serial chains, introducing the two main approaches to solving this problem. In Section 4.2, we shall outline the algorithm we have developed and show its derivation stemming from the concepts presented in Chapter 3. As will be discussed, the dqRNEA is a recursive algorithm, thus consisting of many different steps, however, in Section 4.3 we show that with the aid of an alternative formulation for the adjoint map we are able to rewrite the dqRNEA in a single closed equation. Finally, in order to better validate our models we propose a simple dqRNEA based torque controller, as will be discussed in Section 4.4.

### 4.1 PRELIMINARIES

Due to the unstructured nature of the world, the study of forces that govern the motion of a robotic manipulator are paramount in reliable and robust applications. Indeed, to deal with kinematics alone implies that models should reflect faithfully all facets of an ever-changing and many times unknown environment, which is mostly unfeasible. In this sort of scenario we recur to the derivation of the dynamic equations of motion, which are extremely important to most areas of robotic manipulation, including force control, mechanical design and implementation of simulation models [5, 27].

In its most general form, the dynamic model can be expressed as a set of nonlinear, second-order, ordinary differential equations which are depended on the inertial and kinematic properties seen, respectively, in Sections 3.2 and 3.3 of this manuscript. Furthermore, also as discussed in Section 3.3, was the distinction between the forward kinematics problem and the inverse kinematics. As is the case in kinematics, the dynamical analysis of a serial manipulator includes the distinction between direct (or forward) dynamics (FDY) and inverse dynamics (FDY) [49]. The forward problem takes the form

$$
\begin{equation*}
\ddot{\theta}=f_{\mathrm{FDY}}(\tau, \theta, \dot{\theta}) \tag{4.1}
\end{equation*}
$$

in which we input the torque $(\tau)$, velocity $(\dot{\theta})$ and configuration $(\theta)$ of the robot's joints in function $f_{\mathrm{FDY}}(\bullet)$, and obtain the robot's acceleration $(\ddot{\theta})$. The inverse problem is of the form

$$
\begin{equation*}
\tau=f_{\mathrm{IDY}}(\theta, \dot{\theta}, \ddot{\theta}) \tag{4.2}
\end{equation*}
$$

in which the inputs comprise of the joint configuration, velocity and acceleration and $f_{\text {IDY }}(\bullet)$ results in the joint's torques.

The inverse dynamic function $f_{\mathrm{IDY}}(\bullet)$ can be written in terms of the mass function $M(\theta)$, which is a positive definite invertible matrix, the combined Coriolis and centrifugal terms $c(\theta, \dot{\theta})$ and a gravity function $g(\theta)[49,85]$, becoming

$$
\begin{equation*}
\tau=f_{\mathrm{IDY}}(\theta, \dot{\theta}, \ddot{\theta})=\underline{\boldsymbol{M}}(\theta) \ddot{\theta}+\underline{\boldsymbol{c}}(\theta, \dot{\theta})+\underline{\boldsymbol{g}}(\theta) \tag{4.3}
\end{equation*}
$$

Furthermore, as (4.1) and (4.2) are inversions of each other, we may rewrite the direct dynamics function as an inversion of (4.3),

$$
\begin{equation*}
\ddot{\theta}=f_{F D Y}(\tau, \theta, \dot{\theta})=\underline{\boldsymbol{M}}^{-1}(\theta)[\tau+\underline{\boldsymbol{c}}(\theta, \dot{\theta})+\underline{\boldsymbol{g}}(\theta)] . \tag{4.4}
\end{equation*}
$$

In this section we will better explore the basic concepts of both the inverse and direct dynamics. As is the focus of this manuscript we will particularly explore the inverse problem and some of the different methods for solving it: namely the Lagrange-Euler formulation is presented in Subsection 4.1.1.1 and the Recursive Newton-Euler formulation is introduced in Subsection 4.1.1.2. We also take our time to compare both methods in Subsection 4.1.1.3.

### 4.1.1 Inverse Dynamics

The inverse dynamics problem can be solved throughout many different methods, such as Kane's method, the principal of virtual work, the Lagrange-Euler (LE) formulation, the Newton-Euler Inverse dynamic algorithm (RNEA), etc. Still, although many options do exist, the two most common solutions for this problem are either the LE formulation and the RNEA. Here we shall present the basic concepts behind both formulations, as well as comparison between them.

### 4.1.1.1 Lagrange-Euler Formulation

One of the methods for computing the inverse dynamics of a manipulator are the Lagrange-Euler equations, which describe a robot in terms of the the work and energy stored in that system.

In order to determine the LE equations, one must first calculate the Lagrangian, defined as the difference between the kinetic $(\mathcal{K}(\theta, \dot{\theta})$ ) and potential $(\mathcal{P}(\theta))$ energies,

$$
\begin{equation*}
\mathcal{L}(\theta, \dot{\theta})=\mathcal{K}(\theta, \dot{\theta})-\mathcal{P}(\theta) \tag{4.5}
\end{equation*}
$$

and, from (4.5), solve the equation of motion-or the Euler-Lagrange equations-expressed as

$$
\begin{equation*}
f=\frac{d}{d t} \frac{\partial \mathcal{L}}{\partial \dot{\theta}}-\frac{\partial \mathcal{L}}{\partial \theta} \tag{4.6}
\end{equation*}
$$

This manuscript will not delve into the details regarding this solution, however, we remark here that although this formalism seems to be simple and elegant, it does become cumbersome and inefficient as the degrees of freedom of the robot start to increase [49].


Figure 4.1: Illustration of the steps taken to compute the RNEA in a three link manipulator.

### 4.1.1.2 Recursive Newton-Euler Formulation

The main method for computing the inverse dynamic equations in this manuscript is the recursive NewtonEuler algorithm. This method should lead to the same torque as the Lagrangian method presented above, however by taking a completely different approach: in the case of the RNEA, we exploit the balance of forces in each of the robot's links, taken one at a time.

To better explain the algorithm, let us look once again at our three-link revolute robot illustration in Figure 4.1. In the case of the RNEA we shall analyze one link at a time, writing down the equations that describe its angular and linear motion. Thus let us start looking at the base of our manipulator-the frame $\mathcal{F}_{0}$. If the base is fixed (and let us consider it is), then the initial velocity in the base is zero as there are no joints allowing it any degree of freedom. In this case, we will have the gravity acting on it, so we have that the acceleration is equal to it.

We then move to our first link, in the frame $\mathcal{F}_{1}$. This link's velocities are given by the sum of the twist provoked by its joint $\left(\theta_{1}\right)$ and the velocities inherited by the base, which for a fixed base are zero. Thus the first link of our fixed based robot will have the twist being equal to $\underline{\boldsymbol{\omega}}_{1}=\underline{\boldsymbol{a}}_{1} \Delta \dot{\theta}_{1}(t)$ (here $\underline{\boldsymbol{a}}$ is the link's screw and $\underline{\boldsymbol{\omega}}_{1}$ its twist. To see this equation in context refer to Subsection 4.2.1).

Next, to the second link, in frame $\mathcal{F}_{2}$. This will follow the same idea as the first one: the twist will be a sum of the velocities generated by joint $\theta_{2}$ in the screw axis of link 2 and the velocities inherited from the previous links-or more specifically, the velocity of the previous link, which should already account for the velocity of the ones prior to it. One important remark here is that the inherited twist should be added in the frame of the link we are considering, thus requiring a frame transformation. In this case we will therefore have $\underline{\boldsymbol{\omega}}_{2}=\underline{\boldsymbol{a}}_{2} \Delta \dot{\theta}_{2}(t)+\underline{\boldsymbol{\omega}}_{1}^{2}$. The last link will also follow the same procedure resulting in $\underline{\boldsymbol{\omega}}_{3}=\underline{\boldsymbol{a}}_{3} \Delta \dot{\theta}_{3}(t)+\underline{\boldsymbol{\omega}}_{2}^{3}$.

The process of going from the base to the top of the manipulator recursively accounting for the twists (as well as their first derivatives) is the forward recursion of the RNEA. The next step would be going back, now from the tip of the manipulator, where am external force might be acting on the end-effector, back to the base, this time calculating the forces on the links. This second part is the Backward Recursion of the algorithm.

For the manipulator in Figure 4.1 let us start from the End-Effector, in $\mathcal{F}_{4}$ where we consider initialize the forces with the external forces acting on this point. Thus, these external wrenches will be equal $\underline{f}_{4}$.

Going down to link 3, back in $\mathcal{F}_{3}$, we now have to consider the balance of the forces, that is, according to Newton's law, the resulting forces in a body should be the sum of all forces acting on it. Thus, considering a reduced system in which only the forces in the joints are acting in the system we will have, for link 3 , that the resulting force in the link is the force acting on joint 3 minus the force acting on the end effector (expressed in the frame $\left.\mathcal{F}_{3}\right) \underline{f}_{R, 3}=\underline{f}_{3}-\underline{f}_{4}^{3}$. Here we highlight that the resulting wrench equation is given by (3.54).

The process for link 3 will be repeated for links 2 and 1 , respectively $\underline{f}_{R, 2}=\underline{\boldsymbol{f}}_{2}-\underline{\boldsymbol{f}}_{3}^{2}, \underline{\boldsymbol{f}}_{R, 1}=\underline{\boldsymbol{f}}_{1}-\underline{\boldsymbol{f}}_{2}^{1}$. We also add that with each force calculated we can also obtain the torques and all the equations here shall also be explored in more detail in Section 4.2.

### 4.1.1.3 Comparison

One important question we should try to answer in regards to the two formulations presented above is which one should we use, and how do they compare. Indeed, it becomes clear from the descriptions above the two methods have widely varying philosophies: while the Lagrange takes the manipulator as a whole and calculate the forces and torques through the energy of the system, the RNEA uses the mechanical constraints and the transmission of forces and velocities through the links in order to balance the equations and describe the motion.

Historically, both formulations evolved in parallel [93] each with its advantages and each providing different insights to the mechanics of the manipulator. Due to some of those insights we have chosen the Newton-Euler equations rather than the LE equations: we believe the dual quaternion formulation fits better with the former, especially as we aim to obtain a cost efficient representation of the manipulator. Indeed, as discussed in the previous chapters, dual quaternions are particularly good to represent geometric variables and they are the most efficient manner to represent a screw, and the RNEA exploits a lot of those characteristics.

### 4.2 ALGORITHM DEVELOPMENT

In this section we introduce our formulation for a dual quaternion based recursive Newton-Euler inverse dynamics algorithm (dqRNEA), as was proposed in our recent paper [60]. Our aim with this formulation is to build upon the many works that detail the kinematic models and controllers within the dual quaternion framework [45, 46, 96-101] and expand their possibilities to also encompass the dynamics of the manipulator, opening the dual quaternion framework up for a number of more complex and robust possibilities. Of course, as our aim is to use the dual quaternion representation for dynamic modeling, we also aim at ensuring our algorithm retains the dual quaternion's advantages for the kinematics representation-particularly its cost effectiveness when compared to other algebras, the lack of representation singularities and its capabilities to succinctly represent rigid body pose, velocities, accelerations, momentum and wrenches.

In order to ensure a better understanding of the dqRNEA, we have outlined and discussed, throughout the manuscript, the many building blocks for our formulation. Chapter 2 introduces the mathematical concepts behind dual quaternions, and moreover, it outlines the advantages of this framework. Particularly it delves into the use of dual quaternions for the motions of points and lines in space. Chapter 3 expands the concepts point and line representation to rigid body kinematics, and in Section 3.3 we make our case for using the product of exponentials formulation rather than the DH parameters when representing an open chain manipulator. We
reiterate here that the screw description is particularly useful in the task we aim to accomplish, as it gives us the ability to place the link's frames at the center of mass location, thus making it possible to use the rigid body dynamic equations presented in Section 3.2 without the need to translate the frame (which consequently makes the algorithm equations simpler). Finally, in Section 4.1 he have also presented two of the main forms of computing the inverse dynamics, and also we have made our case in Subsection 4.1.1.3 as to why we have chosen to explore the Newton-Euler formulation in this manuscript.

As was introduced in Subsection 4.1.1.2 the Recursive Newton-Euler inverse dynamics algorithm is composed of two steps the forwards iteration and backwards iteration, which will be derived in Subsections 4.2.1 and 4.2.2 respectively. Furthermore, in Subsection 4.2 .3 we summarize the whole dqRNEA algorithm.

Finally, to aid our description of this algorithm throughout this section we have Figure 4.1 showing the forward and backward iterations. Furthermore, we would also like to highlight that throughout the reminder of this manuscript we shall consider manipulators with revolute joints only, thus simplifying the dual angle $\underline{\theta}=\theta+\varepsilon 0$. However we point out that the extension for manipulators with prismatic or cylindrical joints (in which $d \neq 0$ ) should be simple and intuitive.

### 4.2.1 Forward Recursion

The forward iteration of the dqRNEA aims at calculating recursively the positions, velocities and accelerations the links are subjected to, starting at the robot's base, and going up to its end-effector. We take inspiration from the different recursive techniques for calculating the FKM explored in Section 3.3. Moreover, we take a systematic approach in presenting this recursion, dividing it in algorithm initialization, recursive position, recursive twist and recursive acceleration.

### 4.2.1.1 Algorithm Initialization

In this section, we use the PoE formulation to describe the configuration of each of the manipulator's links, and, therefore, we take into account the forward kinematics process described in subsection 3.3.1.2. To use the product of exponentials formulation, we must first place the robot in its home configuration with all joints at their initial position, that is, for an $n$-joint robot we will have the initial position vector $\boldsymbol{\theta}^{h} \in \mathbb{R}^{n}$.

We then place frame $\mathcal{F}_{0}$ in the robot base, frames $\mathcal{F}_{1}$ to $\mathcal{F}_{n}$ at each of link's center of mass and $\mathcal{F}_{n+1}$ at the end-effector's center of mass. Next, as in Subsection 3.3.1.2, we have the transformation from frame $\mathcal{F}_{i-1}$ to frame $\mathcal{F}_{i}$ defined as $\underline{\boldsymbol{\delta}}_{i}^{i-1}$ and its inverse transformation being $\left(\underline{\boldsymbol{\delta}}_{i}^{i-1}\right)^{*}=\underline{\boldsymbol{\delta}}_{i-1}^{i}$.

Finally, before moving to the next steps we must also initialize some of the variables used throughout the algorithm:

1. The base velocity will be initialized as zero: $\underline{\boldsymbol{\omega}}_{0}=0$;
2. The base acceleration should be equal to the gravity: $\dot{\boldsymbol{\omega}}_{0}=-\varepsilon \boldsymbol{g}$
3. The wrench applied at the end effector $\underline{f}_{n+1}=\underline{f}_{\mathrm{EF}}=\boldsymbol{f}_{\mathrm{EF}}+\varepsilon \boldsymbol{m}_{\mathrm{EF}}$.

This is perhaps the most important step of the dqRNEA algorithm; so, all variables should be initialized with great care. A poorly modeled robot will certainly hinder the results of this algorithm, producing erroneous
results. In Chapter 6 models of a few robots will be presented and we will discuss some project considerations regarding the computational implementation of this algorithm.

### 4.2.1.2 Recursive Position and Twist

The recursive calculation for the position is done via the PoE formula of Subsection 3.3.1.2. As the procedure for obtaining the link's positions has already been thoroughly explained, we shall only summarize it here.

First we define the screw of link $i$ in frame $\mathcal{F}_{0}$ as $\underline{s}_{i}=\boldsymbol{\omega}_{i}+\varepsilon \boldsymbol{v}_{i}$, with $\boldsymbol{\omega}_{i}$ and $\boldsymbol{v}_{i}$ being respectively its angular and linear velocities. Then, as in (3.59), we apply an adjoint transformation to represent the screw in $\mathcal{F}_{i}$, that is $\underline{\boldsymbol{a}}_{i}=\operatorname{Ad}\left(\underline{\boldsymbol{\delta}}_{0}^{i}\right) \underline{s}_{i}$. From that we have the exponential formula of (3.60),

$$
\underline{\boldsymbol{x}}_{i}^{i-1}\left(\theta_{i}(t)\right)=\underline{\boldsymbol{\delta}}_{i-1}^{i} \exp \left(\underline{\boldsymbol{a}}_{i} \frac{\Delta \theta_{i}}{2}\right) .
$$

Finally, we recall that the forward kinematics of a serial chain is given by the multiplication of the link's transformations, given by (3.56): $\underline{\boldsymbol{x}}_{E F}=\underline{\boldsymbol{x}}_{1}^{0} \underline{\boldsymbol{x}}_{2}^{1} \ldots \underline{\boldsymbol{x}}_{n+1}^{n}$.

Regarding the recursive calculation of the twist, we have that for serial chains the twist of a particular link is the sum of the twist at previous links (propagated from base to end-effector) added to the twist generated by the velocities of that link's joint $\left(\underline{\boldsymbol{a}}_{i} \Delta \dot{\theta}_{i}(t)\right)$. Thus, for a twist $\underline{\boldsymbol{\omega}}_{i}$ at link $i$, we have

$$
\begin{equation*}
\underline{\boldsymbol{\omega}}_{i}=\underline{\boldsymbol{a}}_{i} \Delta \dot{\theta}_{i}(t)+A d\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \underline{\boldsymbol{\omega}}_{i-1} \tag{4.7}
\end{equation*}
$$

in which we must include the transformation $A d\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \underline{\boldsymbol{\omega}}_{i-1}$ in order to ensure $\underline{\boldsymbol{\omega}}_{i-1}$ is represented at $\mathcal{F}_{i}$.

### 4.2.1.3 Recursive Acceleration

The links accelerations may also be calculated through recursive iterations, propagating from the base to the end-effector. In particular, its formulation can be obtained by finding the derivative of (4.7). That is

$$
\begin{equation*}
\underline{\dot{\boldsymbol{\omega}}}_{i}=\frac{d}{d t}\left(\underline{\boldsymbol{a}}_{i} \Delta \dot{\theta}_{i}(t)+A d\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \underline{\boldsymbol{\omega}}_{i-1}\right) . \tag{4.8}
\end{equation*}
$$

To solve (4.8) we must take into account that $\underline{\boldsymbol{a}}_{i}$ and $\underline{\boldsymbol{\delta}}_{i}^{i-1}$ are constants, and, as per (2.89), we may rewrite the adjoint term as

$$
\begin{equation*}
\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \underline{\boldsymbol{\omega}}_{i-1}=\underline{\boldsymbol{x}}_{i}^{i-1} \underline{\boldsymbol{\omega}}_{i-1} \underline{\boldsymbol{x}}_{i-1}^{i} \tag{4.9}
\end{equation*}
$$

thus

$$
\begin{align*}
\underline{\dot{\boldsymbol{\omega}}}_{i} & =\underline{\boldsymbol{a}}_{i} \Delta \ddot{\theta}_{i}(t)+\frac{d}{d t}\left(\underline{\boldsymbol{x}}_{i}^{i-1} \underline{\boldsymbol{\omega}}_{i-1} \underline{\boldsymbol{x}}_{i-1}^{i}\right)  \tag{4.10}\\
& =\underline{\boldsymbol{a}}_{i} \Delta \ddot{\theta}_{i}(t)+\underline{\boldsymbol{x}}_{i}^{i-1} \underline{\dot{\boldsymbol{\omega}}}_{i-1} \underline{\boldsymbol{x}}_{i-1}^{i}+\underline{\dot{\boldsymbol{x}}}_{i}^{i-1} \underline{\boldsymbol{\omega}}_{i-1} \underline{\boldsymbol{x}}_{i-1}^{i}+\underline{\boldsymbol{x}}_{i}^{i-1} \underline{\boldsymbol{\omega}}_{i-1} \underline{\dot{\boldsymbol{x}}}_{i-1}^{i}
\end{align*}
$$

In order to simplify (4.10) we can look at the first derivative of (3.60),

$$
\begin{aligned}
\underline{\dot{\boldsymbol{x}}}_{i-1}^{i} & =\frac{d}{d t}\left(\underline{\boldsymbol{\delta}}_{i}^{i-1} \exp \left(\underline{\boldsymbol{a}}_{i} \frac{\Delta \theta_{i}}{2}\right)\right) \\
& =\underline{\boldsymbol{\delta}}_{i}^{i-1} \exp \left(\underline{\boldsymbol{a}}_{i} \frac{\Delta \theta_{i}}{2}\right) \frac{d}{d t}\left(\underline{\boldsymbol{a}}_{i} \frac{\Delta \theta_{i}}{2}\right)
\end{aligned}
$$

and by going back to (3.60) itself,

$$
\begin{equation*}
\underline{\dot{\boldsymbol{x}}}_{i-1}^{i}=\frac{1}{2} \underline{\underline{x}}_{i-1}^{i} \underline{\boldsymbol{a}}_{i} \Delta \dot{\theta}_{i}(t) . \tag{4.11}
\end{equation*}
$$

In order to solve for $\underline{\dot{\boldsymbol{x}}}_{i}^{i-1}$ we can recall the inverse propriety of an unit dual quaternion in (2.44). As the inverse changes the UDQ's direction, $\dot{\boldsymbol{x}}_{i}^{i-1}$ can be rewritten as $\left(\underline{\dot{x}}_{i-1}^{i}\right)^{*}=\underline{\dot{\boldsymbol{x}}}_{i}^{i-1}$, and consequently

$$
\begin{align*}
\underline{\dot{\boldsymbol{x}}}_{i}^{i-1} & =\left(\frac{1}{2} \underline{\underline{x}}_{i-1}^{i} \underline{\boldsymbol{a}}_{i} \Delta \dot{\theta}_{i}(t)\right)^{*} \\
& =\frac{1}{2} \Delta \dot{\theta}_{i}(t) \underline{a}_{i}^{*} \underline{\underline{x}}_{i}^{i-1} . \tag{4.12}
\end{align*}
$$

With the conjugate propriety for the set of pure dual quaternion in (2.38) we have that $\underline{\boldsymbol{a}}_{i}^{*}=-\underline{\boldsymbol{a}}_{i}$, thus (4.12) becomes

$$
\begin{equation*}
\underline{\dot{\boldsymbol{x}}}_{i}^{i-1}=-\frac{1}{2} \Delta \dot{\theta}_{i}(t) \underline{\boldsymbol{a}}_{i} \underline{x}_{i}^{i-1} . \tag{4.13}
\end{equation*}
$$

Also, from (2.89) the twist's derivative frame transformation is

$$
\begin{equation*}
A d\left(\underline{x}_{i}^{i-1}\right) \dot{\underline{\dot{\omega}}}_{i-1}=\underline{\boldsymbol{x}}_{i}^{i-1} \underline{\dot{\boldsymbol{\omega}}}_{i-1} \underline{\boldsymbol{x}}_{i-1}^{i} . \tag{4.14}
\end{equation*}
$$

Finally may combine (4.11), (4.13) and (4.14) with (4.10),

$$
\begin{align*}
\underline{\underline{\dot{\omega}}}_{i} & =\underline{\boldsymbol{a}}_{i} \Delta \ddot{\theta}_{i}(t)+A d\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \dot{\underline{\dot{\omega}}}_{i-1}+\left(-\frac{1}{2} \Delta \dot{\theta}_{i}(t) \underline{\boldsymbol{a}}_{i} \underline{\boldsymbol{x}}_{i}^{i-1}\right) \underline{\boldsymbol{\omega}}_{i-1} \underline{\boldsymbol{x}}_{i-1}^{i}+\underline{\boldsymbol{x}}_{i}^{i-1} \underline{\boldsymbol{\omega}}_{i-1}\left(\frac{1}{2} \underline{\boldsymbol{x}}_{i-1}^{i} \underline{\boldsymbol{a}}_{i} \Delta \dot{\theta}_{i}(t)\right) \\
& =\underline{\boldsymbol{a}}_{i} \Delta \ddot{\theta}_{i}(t)+\operatorname{Ad}\left(\underline{x}_{i}^{i-1}\right) \underline{\dot{\dot{\omega}}}_{i-1}+\left(\underline{\boldsymbol{x}}_{i}^{i-1} \underline{\boldsymbol{\omega}}_{i-1} \underline{\boldsymbol{x}}_{i-1}^{i} \underline{\boldsymbol{a}}_{i}-\underline{\boldsymbol{a}}_{i} \underline{x}_{i}^{i-1} \underline{\boldsymbol{\omega}}_{i-1} \underline{\boldsymbol{x}}_{i-1}^{i}\right) \frac{\Delta \dot{\theta}_{i}(t)}{2} . \tag{4.15}
\end{align*}
$$

By further analyzing the last term in (4.15) we notice that it fits Definition (2.11) for the dual quaternion cross product, that is

$$
\begin{equation*}
\left(\underline{x}_{i}^{i-1} \underline{\boldsymbol{\omega}}_{i-1} \underline{\boldsymbol{x}}_{i-1}^{i} \underline{\boldsymbol{a}}_{i}-\underline{\boldsymbol{a}}_{i} \underline{\boldsymbol{x}}_{i}^{i-1} \underline{\boldsymbol{\omega}}_{i-1} \underline{\boldsymbol{x}}_{i-1}^{i}\right)=2\left(\underline{(\underline{i}}_{i}^{i-1} \underline{\boldsymbol{\omega}}_{i-1} \underline{\boldsymbol{x}}_{i-1}^{i}\right) \times \underline{\boldsymbol{a}}_{i} . \tag{4.16}
\end{equation*}
$$

Now, combining 4.15 and (4.16), we have

$$
\begin{equation*}
\dot{\underline{\dot{\omega}}}_{i}=\underline{\boldsymbol{a}}_{i} \Delta \ddot{\theta}_{i}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \dot{\underline{\dot{w}}}_{i-1}+\left(\left(\underline{\boldsymbol{x}}_{i}^{i-1} \underline{\boldsymbol{\omega}}_{i-1} \underline{\boldsymbol{x}}_{i-1}^{i}\right) \times \underline{\boldsymbol{a}}_{i}\right) \Delta \dot{\theta}_{i}(t) . \tag{4.17}
\end{equation*}
$$

And finally, from (4.7), we obtain a final expression for the recursive forward model for the accelerations derived solely from screw theory based on dual quaternion algebra,

$$
\begin{equation*}
\underline{\underline{\dot{\omega}}}_{i}=\underline{\boldsymbol{a}}_{i} \Delta \ddot{\theta}_{i}(t)+A d\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \dot{\underline{\dot{\omega}}}_{i-1}+\left(\underline{\boldsymbol{\omega}}_{i} \times \underline{\boldsymbol{a}}_{i}\right) \Delta \dot{\theta}_{i}(t) . \tag{4.18}
\end{equation*}
$$

### 4.2.2 Backward Recursion

In the backwards recursion of the dqRNEA, given the dual quaternion wrenches acting at the end-effector$\underline{f}_{\text {EF }}$, which is initialized in the forward iteration's first step- and the resulting velocities and accelerations of the link's center of mass from the forward recursion, we may compute the required torques to be applied at the joints to obtain the prescribed motion. In this case, we start our analysis at the end-effector and go back down to the robot's base (see Figure 4.1).

To calculate the resulting rigid body dynamics for each individual body, stemming from each link's velocities and accelerations, we may recall Newton's and Euler's laws discussed in Section 3.2, as well as the
resulting dual quaternion rigid body dynamical equation in (3.54), which is inspired by [31] work. Thus, for each individual link $i$ we have that the resulting wrench is

$$
\begin{equation*}
\underline{\boldsymbol{f}}_{R, i}=\underline{\boldsymbol{\omega}}_{i} \times\left(G_{i}\left(\underline{\boldsymbol{\omega}}_{i}\right)\right)+G_{i}\left(\underline{\dot{\boldsymbol{\omega}}}_{i}\right), \tag{4.19}
\end{equation*}
$$

in which $G_{i}(\bullet)$ is the Dual Quaternion Inertia Transformation, defined in (3.44).
Due to the balance of forces in the body, the resulting forces of a rigid body are equal to the sum of the forces being applied in that body (in the case of a serial manipulator we will assume the the only forces being applied on the link stems from attached joints). Thus, the resulting wrench $\underline{f}_{R}$ must also be given by the addition of the wrenches at the two adjacent joints (all expressed in the current link's frame), that is,

$$
\begin{equation*}
\underline{\boldsymbol{f}}_{R, i}=\underline{\boldsymbol{f}}_{i}-\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{i}^{i+1}\right) \underline{\boldsymbol{f}}_{i+1} \tag{4.20}
\end{equation*}
$$

Here we highlight that in the first iteration of the backward recursion, and considering an $n$ joint manipulator, we will have $\underline{\boldsymbol{f}}_{R, n}=\underline{\boldsymbol{f}}_{n}+A d\left(\underline{\boldsymbol{x}}_{n}^{n+1}\right) \underline{\boldsymbol{f}}_{n+1}$. The term $\underline{\boldsymbol{f}}_{n+1}$ is the force at the end effector: $\underline{\boldsymbol{f}}_{n+1}=\underline{\boldsymbol{f}}_{\mathrm{EF}}$.

In the next step we combine (4.19) and (4.20) in order to obtain the full dynamic equation for the required wrench at link $i$. That is,

$$
\begin{equation*}
\underline{\boldsymbol{f}}_{i}=\underline{\boldsymbol{\omega}}_{b} \times\left(G_{i}\left(\underline{\boldsymbol{\omega}}_{b}\right)\right)+G_{i}\left(\underline{\dot{\boldsymbol{\omega}}}_{b}\right)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{i}^{i+1}\right) \underline{\boldsymbol{f}}_{i+1} . \tag{4.21}
\end{equation*}
$$

Finally, stemming from (4.21) we may take advantage of the double geodesic product in (2.42) in order to calculate the torques on each of the joints,

$$
\begin{equation*}
\tau_{i}=\underline{\boldsymbol{f}}_{i} \odot\left[\mathcal{D}\left(\underline{\boldsymbol{a}}_{i}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{i}\right)\right] . \tag{4.22}
\end{equation*}
$$

We remark here that the double geodesic product is used rather than the usual product because we are dealing with a robot with only revolute joints, and we have simplified $\Delta \theta=\theta \in \mathbb{R}$, therefore, it does not make sense for the torque to be a dual number, such as would be the case if the inner product was used. Moreover, we also highlight here the need to swap the primary and secondary parts of the $\underline{a}_{i}$, that is due to the fact that $\underline{\boldsymbol{f}}_{i}=\boldsymbol{f}_{i}+\varepsilon \boldsymbol{m}_{i}$ and $\underline{\boldsymbol{a}}_{i}$ is related to the screw $\underline{\boldsymbol{s}}_{i}=\boldsymbol{\omega}_{i}+\varepsilon \boldsymbol{v}_{i}$. Thus, by making this change we will be pairing up the linear and angular terms.

### 4.2.3 Algorithm Summary

Here we present a summary of the dual quaternion based recursive Newton Euler algorithm for an $n$-DoF manipulator in Algorithm 4.1.

## Algorithm 4.1 Dual-quaternion based recursive Newton-Euler Inverse Dynamics for $\boldsymbol{n}$ DoF Manipulator Basic Formulation <br> Initialization:

At the home config., set the frames $\mathcal{F}_{0}$ to the base, $\mathcal{F}_{1}$ to $\mathcal{F}_{n}$ to the $n$-links' center of mass, and $\mathcal{F}_{n+1}$ to the end-effector.
Set $\underline{\boldsymbol{\delta}}_{i-1}^{i}, \underline{\boldsymbol{a}}_{i}$ as the pose of $\mathcal{F}_{i-1}$ and the screw axis of joint $i$ expressed in $\mathcal{F}_{i}$, with null vel. $\underline{\boldsymbol{\omega}}_{0}=0$ and gravity accel. $\underline{\underline{\dot{\omega}}}_{0}=-\varepsilon \boldsymbol{g}$ at base and end-pose wrench $\underline{\boldsymbol{f}}_{E F}=\boldsymbol{f}_{E F}+\varepsilon \boldsymbol{m}_{E F}$.

Forward iteration

$$
\begin{aligned}
& \underline{\boldsymbol{x}}_{i}^{i-1}\left(\theta_{i}(t)\right)=\underline{\boldsymbol{\delta}}_{i-1}^{i} \exp \left(\underline{\boldsymbol{a}}_{i} \frac{\Delta \theta_{i}}{2}\right) \\
& \underline{\boldsymbol{\omega}}_{i}=\underline{\boldsymbol{a}}_{i} \dot{\theta}_{i}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \underline{\boldsymbol{\omega}}_{i-1} \\
& \underline{\dot{\boldsymbol{\omega}}}_{i}=\underline{\boldsymbol{a}}_{i} \ddot{\theta}_{i}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \underline{\dot{\boldsymbol{\omega}}}_{i-1}+\left(\underline{\boldsymbol{\boldsymbol { \omega }}}_{i} \times \underline{\boldsymbol{a}}_{i}\right) \dot{\theta}_{i}(t)
\end{aligned}
$$

## Backward iteration

$\underline{\boldsymbol{f}}_{R, i}=\underline{\boldsymbol{\omega}}_{i} \times\left(G_{i}\left(\underline{\boldsymbol{\omega}}_{i}\right)\right)+G_{i}\left(\underline{\underline{\boldsymbol{\omega}}}_{i}\right)$
$\underline{\boldsymbol{f}}_{i}=\underline{\boldsymbol{f}}_{R, i}+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{i}^{i+1}\right) \underline{\boldsymbol{f}}_{i+1}$
$\tau_{i}=\underline{\boldsymbol{f}}_{i} \odot \underline{\boldsymbol{a}}_{i}$

### 4.3 DQRNEA IN CLOSED FORM

When dealing some applications it becomes interesting to have the recursive Newton-Euler algorithm rewritten in a closed form, without the many recursive steps being taken. We therefore will present in Subsection 4.3.1 a dual quaternionic-matrix formulation for the equations in dqRNEA. This formulation, which was inspired from [49], works by joining dual quaternions together in vectorial form. Subsequently, in Subsection 4.3.2 we use the quaternionic-matrix equations in order to obtain an expression similar to (4.3), which is the actual closed formulation for the algorithm.

### 4.3.1 Dual Quaternionic-Matrix Formulation

In order to describe in Algorithm ?? in closed form we must first define a vectorial formulation for some of the variables we will use to construct our equation, for such we will be using the notation and operations presented in Subsection 2.1.5. Thus, we define the joint vector, torque vector, resulting force vector, force vector and twist vector, respectively defined as

$$
\begin{gather*}
\boldsymbol{\theta}=\left[\begin{array}{llll}
\theta_{1}(t) & \theta_{2}(t) & \ldots & \theta_{n}(t)
\end{array}\right]^{T} \in \mathbb{R}^{n}  \tag{4.23}\\
\boldsymbol{\tau}=\left[\begin{array}{llll}
\tau_{1} & \tau_{2} & \ldots & \tau_{n}
\end{array}\right]^{T} \in \mathbb{R}^{n}  \tag{4.24}\\
\underline{\boldsymbol{F}}_{R}=\left[\begin{array}{llll}
\underline{\boldsymbol{f}}_{R, 1} & \underline{\boldsymbol{f}}_{R, 2} & \cdots & \underline{\boldsymbol{f}}_{R, n}
\end{array}\right]^{T} \in \underline{\mathbb{H}}_{0}^{n} \tag{4.25}
\end{gather*}
$$

$$
\begin{align*}
& \underline{\boldsymbol{F}}=\left[\begin{array}{llll}
\underline{\boldsymbol{f}}_{1} & \underline{\boldsymbol{f}}_{2} & \cdots & \underline{\boldsymbol{f}}_{n}
\end{array}\right]^{T} \in \underline{\mathbb{H}}_{0}^{n},  \tag{4.26}\\
& \underline{\boldsymbol{W}}=\left[\begin{array}{llll}
\underline{\boldsymbol{\omega}}_{1} & \underline{\boldsymbol{\omega}}_{2} & \cdots & \underline{\boldsymbol{\omega}}_{n}
\end{array}\right]^{T} \in \underline{\mathbb{H}}_{0}^{n} \tag{4.27}
\end{align*}
$$

and (4.23) and (4.27) derivatives are

$$
\begin{gather*}
\dot{\boldsymbol{\theta}}=\left[\begin{array}{llll}
\dot{\theta}_{1}(t) & \dot{\theta}_{2}(t) & \ldots & \dot{\theta}_{n}(t)
\end{array}\right]^{T} \in \mathbb{R}^{n},  \tag{4.28}\\
\ddot{\boldsymbol{\theta}}=\left[\begin{array}{llll}
\dot{\theta}_{1}(t) & \dot{\theta}_{2}(t) & \ldots & \dot{\theta}_{n}(t)
\end{array}\right]^{T} \in \mathbb{R}^{n},  \tag{4.29}\\
\underline{\dot{\boldsymbol{W}}}=\left[\begin{array}{llll}
\dot{\underline{\dot{w}}}_{1} & \dot{\underline{\dot{\omega}}}_{2} & \ldots & \dot{\underline{\dot{\omega}}}_{n}
\end{array}\right]^{T} \in \mathbb{H}_{0}^{n} . \tag{4.30}
\end{gather*}
$$

We shall then look back at equation (4.7), and try to construct $\underline{\boldsymbol{W}}$ line by line. That is, let us look at the individual entries in $\underline{\boldsymbol{W}}$

$$
\begin{align*}
& \underline{\boldsymbol{\omega}}_{1}=\underline{\boldsymbol{a}}_{1} \dot{\theta}_{1}(t)+A d\left(\underline{\boldsymbol{x}}_{1}^{0}\right) \underline{\boldsymbol{\omega}}_{0}, \\
& \underline{\boldsymbol{\omega}}_{2}=\underline{\boldsymbol{a}}_{2} \dot{\theta}_{2}(t)+A d\left(\underline{\boldsymbol{x}}_{2}^{1}\right) \underline{\boldsymbol{\omega}}_{1}, \\
& \underline{\boldsymbol{\omega}}_{3}=\underline{\boldsymbol{a}}_{3} \dot{\theta}_{3}(t)+\operatorname{\boldsymbol {x}_{3}^{2})\underline {\boldsymbol {\omega }}_{2}} \\
& \vdots \\
& \underline{\boldsymbol{\omega}}_{n}=\underline{\boldsymbol{a}}_{n} \dot{\theta}_{n}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{n}^{n-1}\right) \underline{\boldsymbol{\omega}}_{n-1} . \tag{4.31}
\end{align*}
$$

We then rewrite (4.31) in its vectorial form,

$$
\begin{align*}
\underline{\boldsymbol{W}}=\left[\begin{array}{c}
\underline{\boldsymbol{\omega}}_{1} \\
\underline{\boldsymbol{\omega}}_{2} \\
\underline{\boldsymbol{\omega}}_{3} \\
\vdots \\
\underline{\boldsymbol{\omega}}_{n}
\end{array}\right] & =\left[\begin{array}{c}
\underline{\boldsymbol{a}}_{1} \dot{\theta}_{1}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{1}^{0}\right) \underline{\boldsymbol{\omega}}_{0} \\
\underline{\boldsymbol{a}}_{2} \dot{\theta}_{2}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{2}^{1}\right) \underline{\boldsymbol{\omega}}_{1} \\
\underline{\boldsymbol{a}}_{3} \dot{\theta}_{3}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{3}^{2}\right) \underline{\boldsymbol{\omega}}_{2} \\
\vdots \\
\underline{\boldsymbol{a}}_{n} \dot{\theta}_{n}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{n}^{n-1}\right) \underline{\boldsymbol{\omega}}_{n-1}
\end{array}\right] \\
& =\left[\begin{array}{c}
\underline{\boldsymbol{a}}_{1} \dot{\theta}_{1}(t) \\
\underline{\boldsymbol{a}}_{2} \dot{\theta}_{2}(t) \\
\underline{\boldsymbol{a}}_{3} \dot{\theta}_{3}(t) \\
\vdots \\
\operatorname{Ad(\boldsymbol {x}_{1}^{0})\underline {\boldsymbol {\omega }}_{2}} \\
\operatorname{Ad(\underline {\boldsymbol {\omega }}_{3}^{2})} \\
\vdots \\
\underline{\boldsymbol{\omega}}_{n} \dot{\theta}_{n}(t)
\end{array}\right]+\left[\begin{array}{c} 
\\
A d\left(\underline{\boldsymbol{x}}_{n}^{n-1}\right) \underline{\boldsymbol{\omega}}_{n-1}
\end{array}\right] . \tag{4.32}
\end{align*}
$$

And as we have already defined $\dot{\boldsymbol{\theta}}$ in (4.28) and $\underline{\boldsymbol{W}}$ itself, we may rewrite (4.32) in terms of $\dot{\boldsymbol{\theta}}, \underline{\boldsymbol{W}}$. However, we must first address the issue of the adjoint map, defined in (2.89) as $\operatorname{Ad}(\underline{\boldsymbol{x}}) \underline{p}=\underline{x} \underline{p} \underline{x}^{*}$. In order to isolate $\underline{p}$ we must commute the terms $\underline{\boldsymbol{p}}$ and $\underline{\boldsymbol{x}}^{*}$, which can be done through the operation defined in (2.58), yielding the alternative version of (2.89)

$$
\begin{equation*}
A_{\mathrm{H}}(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}}=\underline{+}(\underline{\boldsymbol{x}}) \underline{\boldsymbol{x}}\left(\underline{x}^{*}\right) \underline{\boldsymbol{p}} . \tag{4.33}
\end{equation*}
$$

in which $A_{\mathrm{H}}(\underline{\boldsymbol{x}})=\underline{+}(\underline{\boldsymbol{x}}) \underline{\overline{\boldsymbol{h}}}\left(\underline{\boldsymbol{x}}^{*}\right)$.

With (4.33) we can then rewrite (4.32) as
$\underline{\boldsymbol{W}}=\left[\begin{array}{c}\underline{\boldsymbol{\omega}}_{1} \\ \underline{\boldsymbol{\omega}}_{2} \\ \underline{\boldsymbol{\omega}}_{3} \\ \vdots \\ \underline{\boldsymbol{\omega}}_{n}\end{array}\right]=\left[\begin{array}{ccccc}\underline{\boldsymbol{a}}_{1} & 0 & 0 & \ldots & 0 \\ 0 & \underline{\boldsymbol{a}}_{2} & 0 & \ldots & 0 \\ 0 & 0 & \underline{\boldsymbol{a}}_{3} & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & 0 & \underline{\boldsymbol{a}}_{n}\end{array}\right] \dot{\boldsymbol{\theta}}+\left[\begin{array}{ccccc}0 & 0 & 0 & \ldots & 0 \\ A_{\mathbf{H}}\left(\underline{\boldsymbol{x}}_{2}^{1}\right) & 0 & 0 & \ldots & 0 \\ 0 & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{3}^{2}\right) & 0 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & A_{\mathbf{H}}\left(\underline{\boldsymbol{x}}_{n}^{n-1}\right) & 0\end{array}\right] \underline{\boldsymbol{W}}+\left[\begin{array}{c}A d\left(\underline{\boldsymbol{x}}_{1}^{0}\right) \underline{\boldsymbol{\omega}}_{0} \\ 0 \\ 0 \\ 0 \\ 0\end{array}\right]$.
Furthermore, let us define the matrices,

$$
\begin{gather*}
\underline{\boldsymbol{A}}=\left[\begin{array}{ccccc}
\underline{\boldsymbol{a}}_{1} & 0 & 0 & \ldots & 0 \\
0 & \underline{\boldsymbol{a}}_{2} & 0 & \ldots & 0 \\
0 & 0 & \underline{\boldsymbol{a}}_{3} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & \underline{\boldsymbol{a}}_{n}
\end{array}\right],  \tag{4.35}\\
\underline{\boldsymbol{Q}}=\left[\begin{array}{ccccc}
0 & 0 & 0 & \ldots & 0 \\
A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{2}^{1}\right) & 0 & 0 & \ldots & 0 \\
& A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{3}^{2}\right) & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{n}^{n-1}\right) & 0
\end{array}\right], \tag{4.36}
\end{gather*}
$$

and the base vector, containing the initialization values,

$$
\underline{\boldsymbol{W}}_{\mathrm{BASE}}=\left[\begin{array}{c}
A d\left(\underline{\boldsymbol{x}}_{1}^{0}\right) \underline{\boldsymbol{\omega}}_{0}  \tag{4.37}\\
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

such that we may rewrite (4.34) as

$$
\begin{equation*}
\underline{W}=\underline{\boldsymbol{A}} \dot{\boldsymbol{\theta}}+\underline{\boldsymbol{Q}} \underline{\boldsymbol{W}}+\underline{W}_{\mathrm{BASE}} \tag{4.38}
\end{equation*}
$$

Moreover, from (4.36) we can define

$$
\begin{equation*}
\underline{\boldsymbol{L}}_{\mathrm{tmp}}=\underline{\boldsymbol{I}}_{n}-\underline{\boldsymbol{Q}} \tag{4.39}
\end{equation*}
$$

in which $\underline{\boldsymbol{I}}_{n}$ is the identity $n \times n$ dual quaternion matrix. We also notice that

$$
\begin{align*}
\underline{\boldsymbol{L}}_{\mathrm{tmp}} & =\left[\begin{array}{ccccc}
\underline{\mathbf{1}} & 0 & 0 & \ldots & 0 \\
0 & \underline{\mathbf{1}} & 0 & 0 & 0 \\
0 & 0 & \underline{\mathbf{1}} & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & \underline{\mathbf{1}}
\end{array}\right]-\left[\begin{array}{cccccc}
0 & 0 & 0 & \ldots & 0 & 0 \\
A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{2}^{1}\right) & 0 & 0 & \ldots & 0 & 0 \\
0 & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{3}^{2}\right) & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{n}^{n-1}\right) & 0
\end{array}\right],  \tag{4.40}\\
& =\left[\begin{array}{cccccc}
\underline{\mathbf{1}} & 0 & 0 & \ldots & 0 & 0 \\
-A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{2}^{1}\right) & \underline{\mathbf{1}} & 0 & \ldots & 0 & 0 \\
0 & -A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{3}^{2}\right) & \underline{\mathbf{1}} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & -A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{n}^{n-1}\right) & \underline{\mathbf{1}}
\end{array}\right] \tag{4.41}
\end{align*}
$$

and considering that that there exists an inverse such that $\underline{\boldsymbol{L}}_{\mathrm{tmp}} \underline{\boldsymbol{L}}_{\mathrm{tmp}}^{-1}=\underline{\boldsymbol{I}}_{n}$, such that

$$
\underline{\boldsymbol{L}}_{\mathrm{tmp}}^{-1}=\left[\begin{array}{cccccc}
\underline{\mathbf{1}} & 0 & 0 & \ldots & 0 & 0  \tag{4.42}\\
A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{2}^{1}\right) & \underline{\mathbf{1}} & 0 & \ldots & 0 & 0 \\
A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{3}^{1}\right) & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{3}^{2}\right) & \underline{\mathbf{1}} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{n}^{1}\right) & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{n}^{2}\right) & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{n}^{3}\right) & \ldots & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{n}^{n-1}\right) & \underline{\mathbf{1}}
\end{array}\right]
$$

Therefore, letting $\underline{\boldsymbol{L}}_{\text {tmp }}=\underline{\boldsymbol{L}}^{-1}$ we may rearrange (4.38) such that

$$
\begin{align*}
\underline{\boldsymbol{W}} & =\underline{\boldsymbol{A} \dot{\boldsymbol{\theta}}}+\underline{\boldsymbol{Q}} \underline{\boldsymbol{W}}+\underline{\boldsymbol{W}}_{\mathrm{BASE}} \\
\underline{\boldsymbol{W}}-\underline{\boldsymbol{Q}} \underline{\boldsymbol{W}} & =\underline{\boldsymbol{A}} \dot{\boldsymbol{\theta}}+\underline{\boldsymbol{W}}_{\mathrm{BASE}} \\
\underline{\boldsymbol{W}\left(\underline{\boldsymbol{I}}_{n}-\underline{\boldsymbol{Q}}\right)} & =\underline{\boldsymbol{A}} \dot{\boldsymbol{\theta}}+\underline{\boldsymbol{W}}_{\mathrm{BASE}} \\
\underline{\boldsymbol{W} \boldsymbol{L}^{-1}} & =\underline{\boldsymbol{A}} \dot{\boldsymbol{\theta}}+\underline{\boldsymbol{W}}_{\mathrm{BASE}} \\
\underline{\boldsymbol{W}} & =\underline{\boldsymbol{L}}\left(\underline{\boldsymbol{A}} \dot{\boldsymbol{\theta}}+\underline{\boldsymbol{W}}_{\mathrm{BASE}}\right) . \tag{4.43}
\end{align*}
$$

We may now employ the same procedure in order to obtain $\underline{\dot{W}}$. Thus, starting from (4.18), we have

$$
\begin{align*}
& \underline{\dot{\boldsymbol{\omega}}}_{1}=\underline{\boldsymbol{a}}_{1} \ddot{\theta}_{1}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{1}^{0}\right) \underline{\underline{\boldsymbol{\omega}}}_{0}+\left(\underline{\boldsymbol{\omega}}_{1} \times \underline{\boldsymbol{a}}_{1}\right) \dot{\theta}_{1}(t) \\
& \underline{\dot{\boldsymbol{\omega}}}_{2}=\underline{\boldsymbol{a}}_{2} \ddot{\theta}_{2}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{2}^{1}\right) \underline{\dot{\boldsymbol{\omega}}}_{1}+\left(\underline{\boldsymbol{\omega}}_{2} \times \underline{\boldsymbol{a}}_{2}\right) \dot{\theta}_{2}(t) \\
& \underline{\dot{\boldsymbol{\omega}}}_{3}=\underline{\boldsymbol{a}}_{3} \ddot{\theta}_{3}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{3}^{2}\right) \underline{\boldsymbol{\omega}}_{2}+\left(\underline{\boldsymbol{\omega}}_{3} \times \underline{\boldsymbol{a}}_{3}\right) \dot{\theta}_{3}(t) \\
& \quad \vdots  \tag{4.44}\\
& \underline{\underline{\boldsymbol{\omega}}}_{n}=\underline{\boldsymbol{a}}_{n} \ddot{\theta}_{n}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{n}^{n-1}\right) \dot{\underline{\boldsymbol{\omega}}}_{n-1}+\left(\underline{\boldsymbol{\omega}}_{n} \times \underline{\boldsymbol{a}}_{n}\right) \dot{\theta}_{n}(t)
\end{align*}
$$

which in vectorial form becomes

$$
\begin{align*}
& \underline{\dot{\boldsymbol{W}}}=\left[\begin{array}{c}
\dot{\dot{\boldsymbol{\omega}}}_{1} \\
\dot{\boldsymbol{\dot { \omega }}}_{2} \\
\dot{\boldsymbol{\dot { \omega }}}_{3} \\
\vdots \\
\underline{\dot{\boldsymbol{\omega}}}_{n}
\end{array}\right]=\left[\begin{array}{c}
\underline{\boldsymbol{a}}_{1} \ddot{\theta}_{1}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{1}^{0}\right) \dot{\boldsymbol{\omega}}_{0}+\left(\underline{\boldsymbol{\omega}}_{1} \times \underline{\boldsymbol{a}}_{1}\right) \dot{\theta}_{1}(t) \\
\underline{\boldsymbol{a}}_{2} \ddot{\theta}_{2}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{2}^{1}\right) \dot{\underline{\boldsymbol{\omega}}}_{1}+\left(\underline{\boldsymbol{\omega}}_{2} \times \underline{\boldsymbol{a}}_{2}\right) \dot{\theta}_{2}(t) \\
\underline{\boldsymbol{a}}_{3} \ddot{\theta}_{3}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{3}^{2}\right) \underline{\dot{\boldsymbol{\omega}}}_{2}+\left(\underline{\boldsymbol{\omega}}_{3} \times \underline{\boldsymbol{a}}_{3}\right) \dot{\theta}_{3}(t) \\
\vdots \\
\underline{\boldsymbol{a}}_{n} \ddot{\theta}_{n}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{n}^{n-1}\right) \underline{\boldsymbol{\omega}}_{n-1}+\left(\underline{\boldsymbol{\omega}}_{n} \times \underline{\boldsymbol{a}}_{n}\right) \dot{\theta}_{n}(t)
\end{array}\right] \\
& =\left[\begin{array}{c}
\underline{\boldsymbol{a}}_{1} \ddot{\theta}_{1}(t) \\
\underline{\boldsymbol{a}}_{2} \ddot{\theta}_{2}(t) \\
\underline{\boldsymbol{a}}_{3} \ddot{\theta}_{3}(t) \\
\vdots \\
\underline{\boldsymbol{a}}_{n} \ddot{\theta}_{n}(t)
\end{array}\right]+\left[\begin{array}{c}
\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{1}^{0}\right) \dot{\boldsymbol{\dot { w }}}_{0} \\
\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{2}^{1}\right) \dot{\boldsymbol{\omega}}_{1} \\
\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{3}^{2}\right) \dot{\boldsymbol{\omega}}_{2} \\
\vdots \\
A d\left(\underline{\boldsymbol{x}}_{n}^{n-1}\right) \underline{\dot{\boldsymbol{\omega}}}_{n-1}
\end{array}\right]+\left[\begin{array}{c}
\left(\underline{\boldsymbol{\omega}}_{1} \times \underline{\boldsymbol{a}}_{1}\right) \dot{\theta}_{1}(t) \\
\left(\underline{\boldsymbol{\omega}}_{2} \times \underline{\boldsymbol{a}}_{2}\right) \dot{\theta}_{2}(t) \\
\left(\underline{\boldsymbol{\omega}}_{3} \times \underline{\boldsymbol{a}}_{3}\right) \dot{\theta}_{3}(t) \\
\vdots \\
\left(\underline{\boldsymbol{\omega}}_{n} \times \underline{\boldsymbol{a}}_{n}\right) \dot{\theta}_{n}(t)
\end{array}\right] . \tag{4.45}
\end{align*}
$$

By taking advantage of the already defined matrices in (4.35) and (4.36), as well as $\dot{\boldsymbol{\theta}}, \ddot{\boldsymbol{\theta}}$ and $\underline{\boldsymbol{W}}$ itself, defined respectively in (4.28), (4.29) and (4.30), we can rewrite (4.45) as

$$
\underline{\dot{\boldsymbol{W}}}=\underline{\boldsymbol{A}} \ddot{\boldsymbol{\theta}}+\underline{\boldsymbol{Q}} \underline{\boldsymbol{W}}+\left[\begin{array}{ccccc}
\left(\underline{\boldsymbol{\omega}}_{1} \times \underline{\boldsymbol{a}}_{1}\right) & 0 & 0 & \cdots & 0  \tag{4.46}\\
0 & \left(\underline{\boldsymbol{\omega}}_{2} \times \underline{\boldsymbol{a}}_{2}\right) & 0 & 0 & 0 \\
0 & 0 & \left(\underline{\boldsymbol{\omega}}_{3} \times \underline{\boldsymbol{a}}_{3}\right) & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & \left(\underline{\boldsymbol{\omega}}_{n} \times \underline{\boldsymbol{a}}_{n}\right)
\end{array}\right] \ddot{\boldsymbol{\theta}}+\left[\begin{array}{c}
A d\left(\underline{\boldsymbol{x}}_{1}^{0}\right) \underline{\dot{\boldsymbol{\omega}}}_{0} \\
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

Now let

$$
\underline{\boldsymbol{C}}=\left[\begin{array}{ccccc}
\left(\underline{\boldsymbol{\omega}}_{1} \times \underline{\boldsymbol{a}}_{1}\right) & 0 & 0 & \cdots & 0  \tag{4.47}\\
0 & \left(\underline{\boldsymbol{\omega}}_{2} \times \underline{\boldsymbol{a}}_{2}\right) & 0 & 0 & 0 \\
0 & 0 & \left(\underline{\boldsymbol{\omega}}_{3} \times \underline{\boldsymbol{a}}_{3}\right) & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & \left(\underline{\boldsymbol{\omega}}_{n} \times \underline{\boldsymbol{a}}_{n}\right)
\end{array}\right]
$$

be the matrix for the cross product terms, and

$$
\underline{\boldsymbol{W}}_{\mathrm{BASE}}=\left[\begin{array}{c}
\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{1}^{0}\right) \underline{\dot{\boldsymbol{\omega}}}_{0}  \tag{4.48}\\
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

be the vector with initial accelerations. Then, (4.46) becomes

$$
\begin{equation*}
\underline{\dot{\boldsymbol{W}}}=\underline{\boldsymbol{A}} \ddot{\boldsymbol{\theta}}+\underline{\boldsymbol{Q}} \underline{\boldsymbol{W}}+\underline{\boldsymbol{C}} \dot{\boldsymbol{\theta}}+\underline{\boldsymbol{W}}_{\mathrm{BASE}} \tag{4.49}
\end{equation*}
$$

Moreover, if we take a similar approach to what was done in (4.43), we have

$$
\begin{align*}
\underline{\dot{W}} & =\underline{\boldsymbol{A}} \ddot{\boldsymbol{\theta}}+\underline{\boldsymbol{Q}} \underline{\boldsymbol{W}}+\underline{\boldsymbol{C}} \dot{\boldsymbol{\theta}}+\dot{\dot{\boldsymbol{W}}}_{\mathrm{BASE}} \\
\underline{\dot{\boldsymbol{W}}}-\underline{\boldsymbol{Q}} \underline{\boldsymbol{W}} & =\underline{\boldsymbol{A}} \ddot{\boldsymbol{\theta}}+\underline{\boldsymbol{C}} \dot{\boldsymbol{\theta}}+\underline{\boldsymbol{W}}_{\mathrm{BASE}} \\
\underline{\dot{\boldsymbol{W}}\left(\underline{I}_{n}-\underline{\boldsymbol{Q}}\right)} & =\underline{\boldsymbol{A}} \ddot{\boldsymbol{\theta}}+\underline{\boldsymbol{C}} \dot{\boldsymbol{\theta}}+\dot{\dot{\boldsymbol{W}}}_{\mathrm{BASE}} \\
\underline{\dot{W}} \underline{L}^{-1} & =\underline{\boldsymbol{A}} \ddot{\boldsymbol{\theta}}+\underline{\boldsymbol{C}} \dot{\boldsymbol{\theta}}+\underline{\dot{\boldsymbol{W}}}_{\mathrm{BASE}} \\
\underline{\boldsymbol{W}} & =\underline{\boldsymbol{L}}\left(\underline{\boldsymbol{A}} \ddot{\boldsymbol{\theta}}+\underline{\boldsymbol{C}} \dot{\boldsymbol{\theta}}+\dot{\boldsymbol{W}}_{\mathrm{BASE}}\right) \tag{4.50}
\end{align*}
$$

Before proceeding to find a similar formulation for the equations in the backwards iteration let us define one new operations for the $\underline{H}_{0}^{n}$ : the element-wise dual quaternion inertia transformation.

Definition 4.1. (DQ-Vec dual quaternion inertia transformation) The dual quaternion inertia operation is defined, for dual quaternion vectors, as the operator $\boldsymbol{G}: \underline{H}_{0}^{n} \longrightarrow \underline{H}_{0}^{n}$ such that, given $\underline{\boldsymbol{P}}=$ $\left[\begin{array}{llll}\underline{\boldsymbol{p}}_{1} & \underline{\boldsymbol{p}}_{2} & \cdots & \underline{\boldsymbol{p}}_{n}\end{array}\right]^{T} \in \underline{\mathbb{H}}_{0}^{n}$,

$$
\boldsymbol{G}(\underline{\boldsymbol{P}})=\left[\begin{array}{llll}
G\left(\underline{\boldsymbol{p}}_{1}\right) & G\left(\underline{\boldsymbol{p}}_{2}\right) & \ldots & G\left(\underline{\boldsymbol{p}}_{n}\right) \tag{4.51}
\end{array}\right]^{T} .
$$

In which $G(\bullet)$ is the Dual Quaternion Inertia Transformation from Definition 3.8.

Remark 4.1. The dual quaternion inertia transformation can also be defined for matrices in a similar manner to what was done in (4.51). In this case our operator shall be defined as $\boldsymbol{G}: \underline{H}_{0}^{n \times m} \longrightarrow \underline{H}_{0}^{n \times m}$ and we apply $G(\bullet)$ in every element of the matrix.
Remark 4.2. We may also define some proprieties for the operator for the DQ -vec dual quaternion inertia transformation in (4.51). Thus, given the dual quaternion-vectors $\underline{\boldsymbol{P}}_{1}=\left[\begin{array}{llll}\underline{\boldsymbol{p}}_{1,1} & \underline{\boldsymbol{p}}_{1,2} & \cdots & \underline{\boldsymbol{p}}_{1, n}\end{array}\right]^{T}$ and $\underline{\boldsymbol{P}}_{2}\left[\begin{array}{llll}\underline{\boldsymbol{p}}_{2,1} & \underline{\boldsymbol{p}}_{2,2} & \cdots & \underline{\boldsymbol{p}}_{2, n}\end{array}\right]^{T} \in \underline{\mathbb{H}}_{0}^{n}$ and the constant $\boldsymbol{K} \in \mathbb{R}^{n}$ we have

1. $\boldsymbol{G}\left(\underline{\boldsymbol{P}}_{1}+\underline{\boldsymbol{P}}_{2}\right)=\boldsymbol{G}\left(\underline{\boldsymbol{P}}_{1}\right)+\boldsymbol{G}\left(\underline{\boldsymbol{P}}_{2}\right)$;
2. $\boldsymbol{G}\left(\underline{\boldsymbol{P}}_{1} \boldsymbol{K}\right)=\boldsymbol{G}\left(\underline{\boldsymbol{P}}_{1}\right) \boldsymbol{K}$.

Both proprieties can be proved by inspection.
With Definitions 2.17, 2.19 and 4.1 we may proceed to analyze (4.19) as was done with the other variables in the dqRNEA. In this instance we shall have

$$
\begin{align*}
\underline{\boldsymbol{f}}_{R, 1} & =\underline{\omega}_{1} \times\left(G_{1}\left(\underline{\boldsymbol{\omega}}_{1}\right)\right)+G_{1}\left(\dot{\dot{\boldsymbol{\omega}}}_{1}\right) \\
\underline{\boldsymbol{f}}_{R, 2} & =\underline{\boldsymbol{\omega}}_{2} \times\left(G_{2}\left(\underline{\boldsymbol{\omega}}_{2}\right)\right)+G_{2}\left(\dot{\dot{\boldsymbol{\omega}}}_{2}\right) \\
\underline{\boldsymbol{f}}_{R, 3} & =\underline{\omega}_{3} \times\left(G_{3}\left(\underline{\boldsymbol{\omega}}_{3}\right)\right)+G_{3}\left(\underline{\dot{\boldsymbol{\omega}}}_{3}\right) \\
\vdots & \\
\underline{\boldsymbol{f}}_{R, n} & =\underline{\omega}_{n} \times\left(G_{n}\left(\underline{\boldsymbol{\omega}}_{n}\right)\right)+G_{n}\left(\underline{\dot{\boldsymbol{\omega}}}_{n}\right), \tag{4.52}
\end{align*}
$$

which, in vectorial form and from (4.25) becomes,

$$
\begin{align*}
& \underline{\boldsymbol{F}}_{R}=\left[\begin{array}{c}
\underline{\boldsymbol{f}}_{R, 1} \\
\underline{f}_{R, 2} \\
\underline{\boldsymbol{f}}_{R, 3} \\
\vdots \\
\underline{\boldsymbol{f}}_{R, n}
\end{array}\right]=\left[\begin{array}{c}
\underline{\boldsymbol{\omega}}_{1} \times\left(G_{1}\left(\underline{\omega}_{1}\right)\right)+G_{1}\left(\dot{\underline{\dot{\omega}}}_{1}\right) \\
\underline{\omega}_{2} \times\left(G_{2}\left(\boldsymbol{\omega}_{2}\right)\right)+G_{2}\left(\dot{\boldsymbol{\omega}}_{2}\right) \\
\underline{\omega}_{3} \times\left(G_{3}\left(\underline{\omega}_{3}\right)\right)+G_{3}\left(\underline{\dot{\boldsymbol{\omega}}}_{3}\right) \\
\vdots \\
\underline{\boldsymbol{\omega}}_{n} \times\left(G_{n}\left(\underline{\omega}_{n}\right)\right)+G_{n}\left(\dot{\underline{\boldsymbol{\omega}}}_{n}\right)
\end{array}\right] \\
& =\left[\begin{array}{c}
\underline{\omega}_{1} \times\left(G_{1}\left(\underline{\boldsymbol{\omega}}_{1}\right)\right) \\
\underline{\omega}_{2} \times\left(G_{2}\left(\underline{\omega}_{2}\right)\right) \\
\underline{\omega}_{3} \times\left(G_{3}\left(\underline{\omega}_{3}\right)\right) \\
\vdots \\
\underline{\omega}_{n} \times\left(G_{n}\left(\underline{\omega}_{n}\right)\right)
\end{array}\right]+\left[\begin{array}{c}
G_{1}\left(\dot{\boldsymbol{\omega}}_{1}\right) \\
G_{2}\left(\dot{\dot{\omega}}_{2}\right) \\
G_{3}\left(\underline{\dot{\dot{\omega}}}_{3}\right) \\
\vdots \\
G_{n}\left(\underline{\dot{\boldsymbol{\omega}}}_{n}\right)
\end{array}\right] . \tag{4.53}
\end{align*}
$$

From our definition for the DQ-Vec Cross product in (2.71) and DQ-Vec dual quaternion inertia transformation in (4.51), we may rewrite (4.53) as

$$
\begin{equation*}
\underline{\boldsymbol{F}}_{R}=\underline{\boldsymbol{W}} \otimes \boldsymbol{G}(\underline{\boldsymbol{W}})+\boldsymbol{G}(\underline{\dot{\boldsymbol{W}}}) . \tag{4.54}
\end{equation*}
$$

The next equation is (4.20), with individual entries being

$$
\begin{align*}
& \underline{\boldsymbol{f}}_{1}=\underline{\boldsymbol{f}}_{R, 1}+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{1}^{2}\right) \underline{\boldsymbol{f}}_{2} \\
& \underline{\boldsymbol{f}}_{2}=\underline{\boldsymbol{f}}_{R, 2}+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{2}^{3}\right) \underline{\boldsymbol{f}}_{3} \\
& \underline{\boldsymbol{f}}_{3}=\underline{\boldsymbol{f}}_{R, 3}+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{3}^{4}\right) \underline{\boldsymbol{f}}_{4} \\
& \vdots \\
& \underline{\boldsymbol{f}}_{n-1}=\underline{\boldsymbol{f}}_{R, n-1}+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{n-1}^{n}\right) \underline{\boldsymbol{f}}_{n} \\
& \underline{\boldsymbol{f}}_{n}=\underline{\boldsymbol{f}}_{R, n}+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{n}^{n+1}\right) \underline{\boldsymbol{f}}_{n+1} . \tag{4.55}
\end{align*}
$$

From (4.55) we can write the vectorial formulation

$$
\begin{align*}
& \underline{\boldsymbol{F}}=\left[\begin{array}{c}
\underline{\boldsymbol{f}}_{1} \\
\underline{\boldsymbol{f}}_{2} \\
\underline{\boldsymbol{f}}_{3} \\
\vdots \\
\underline{\boldsymbol{f}}_{n-1} \\
\underline{\boldsymbol{f}}_{n}
\end{array}\right]=\left[\begin{array}{c}
\underline{\boldsymbol{f}}_{R, 1}+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{1}^{2}\right) \boldsymbol{f}_{2} \\
\underline{\boldsymbol{f}}_{R, 2}+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{2}^{3}\right) \underline{\boldsymbol{f}}_{3} \\
\underline{\boldsymbol{f}}_{R, 3}+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{3}^{4}\right) \underline{\boldsymbol{f}}_{4} \\
\vdots \\
\underline{\boldsymbol{f}}_{R, n-1}+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{n-1}^{n}\right) \underline{\boldsymbol{f}}_{n} \\
\underline{\boldsymbol{f}}_{R, n}+\operatorname{Ad(\underline {\boldsymbol {x}}_{n}^{n+1})\underline {\boldsymbol {f}}_{n+1}}
\end{array}\right] \\
& =\left[\begin{array}{c}
\underline{\boldsymbol{f}}_{R, 1} \\
\underline{\boldsymbol{f}}_{R, 2} \\
\underline{\boldsymbol{f}}_{R, 3} \\
\vdots \\
\underline{\boldsymbol{f}}_{R, n-1} \\
\underline{\boldsymbol{f}}_{R, n}
\end{array}\right]+\left[\begin{array}{c}
\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{1}^{2}\right) \underline{\boldsymbol{f}}_{2} \\
\operatorname{Ad(\boldsymbol {x}_{2}^{3})\underline {\boldsymbol {f}}_{3}} \\
\operatorname{Ad}\left(\underline{x}_{3}^{4}\right) \underline{\boldsymbol{f}}_{4} \\
\vdots \\
\operatorname{Ad(\underline {\boldsymbol {x}}_{n-1}^{n})\boldsymbol {f}_{n}} \\
\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{n}^{n+1}\right) \underline{\underline{f}}_{n+1}
\end{array}\right], \tag{4.56}
\end{align*}
$$

in which we may define force at the end effector as

$$
\underline{\boldsymbol{F}}_{\mathrm{EF}}=\left[\begin{array}{c}
0  \tag{4.57}\\
0 \\
0 \\
\vdots \\
0 \\
A d\left(\underline{\boldsymbol{x}}_{n}^{n+1}\right) \underline{\boldsymbol{f}}_{n+1}
\end{array}\right] .
$$

With (4.57), the adjoint definition in (4.33) and the vectors $\underline{\boldsymbol{F}}_{R}$ and $\underline{\boldsymbol{F}}$ itself we can rewrite (4.56) as

$$
\underline{\boldsymbol{F}}=\underline{\boldsymbol{F}}_{R}+\left[\begin{array}{cccccc}
0 & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{1}^{2}\right) & 0 & 0 & \ldots & 0  \tag{4.58}\\
0 & 0 & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{2}^{3}\right) & 0 & \ldots & 0 \\
0 & 0 & 0 & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{3}^{4}\right) & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & 0 \\
0 & 0 & 0 & 0 & \ldots & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{n-1}^{n}\right) \\
0 & 0 & 0 & 0 & \ldots & 0
\end{array}\right] \underline{\boldsymbol{F}}+\underline{\boldsymbol{F}}_{\mathrm{EF}} .
$$

More so, from (4.36), we also highlight that

$$
\begin{align*}
\left(\underline{\boldsymbol{Q}}^{T}\right)^{*} & =\left[\begin{array}{cccccc}
0 & \left(A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{2}^{1}\right)\right)^{*} & 0 & 0 & \ldots & 0 \\
0 & 0 & \left(A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{3}^{2}\right)\right)^{*} & 0 & \ldots & 0 \\
0 & 0 & 0 & \left(A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{4}^{3}\right)\right)^{*} & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & 0 \\
0 & 0 & 0 & 0 & \ldots & \left(A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{n}^{n-1}\right)\right)^{*} \\
0 & 0 & 0 & 0 & \ldots & 0
\end{array}\right] \\
& =\left[\begin{array}{cccccc}
0 & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{1}^{2}\right) & 0 & 0 & \ldots & 0 \\
0 & 0 & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{4}^{3}\right) & 0 & \ldots & 0 \\
0 & 0 & 0 & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{3}^{4}\right) & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & 0 \\
0 & 0 & 0 & 0 & \ldots & A_{\mathrm{H}}\left(\underline{\boldsymbol{x}}_{n-1}^{n}\right) \\
0 & 0 & 0 & 0 & \ldots & 0
\end{array}\right] \tag{4.59}
\end{align*}
$$

and thus,

$$
\begin{equation*}
\underline{\boldsymbol{F}}=\underline{\boldsymbol{F}}_{R}+\left(\underline{\boldsymbol{Q}}^{T}\right)^{*} \underline{\boldsymbol{F}}+\underline{\boldsymbol{F}}_{\mathrm{EF}} \tag{4.60}
\end{equation*}
$$

Finally, by taking an approach similar to (4.43) and (4.50), we have

$$
\begin{align*}
\underline{\boldsymbol{F}} & =\underline{\boldsymbol{F}}_{R}+\left(\underline{\boldsymbol{Q}}^{T}\right)^{*} \underline{\boldsymbol{F}}+\underline{\boldsymbol{F}}_{\mathrm{EF}} \\
\underline{\boldsymbol{F}}-\left(\underline{\boldsymbol{Q}}^{T}\right)^{*} \underline{\boldsymbol{F}} & =\underline{\boldsymbol{F}}_{R}+\underline{\boldsymbol{F}}_{\mathrm{EF}} \\
\underline{\boldsymbol{F}}\left(\underline{\boldsymbol{I}}_{n}-\left(\underline{\boldsymbol{Q}}^{T}\right)^{*}\right) & =\underline{\boldsymbol{F}}_{R}+\underline{\boldsymbol{F}}_{\mathrm{EF}} \\
\underline{\boldsymbol{F}}\left(\left(\underline{\boldsymbol{L}}^{-1}\right)^{T}\right)^{*} & =\underline{\boldsymbol{F}}_{R}+\underline{\boldsymbol{F}}_{\mathrm{EF}} \\
\underline{\boldsymbol{F}} & =\left(\underline{\boldsymbol{L}}^{T}\right)^{*}\left(\underline{\boldsymbol{F}}_{R}+\underline{\boldsymbol{F}}_{\mathrm{EF}}\right) \tag{4.61}
\end{align*}
$$

Lastly, we must calculate the torque, as in (4.20), thus checking the individual entries of the matrix

$$
\begin{align*}
\tau_{1} & =\underline{\boldsymbol{f}}_{1} \odot\left[\mathcal{D}\left(\underline{\boldsymbol{a}}_{1}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{1}\right)\right] \\
\tau_{2} & =\underline{\boldsymbol{f}}_{2} \odot\left[\mathcal{D}\left(\underline{\boldsymbol{a}}_{2}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{2}\right)\right] \\
\tau_{3} & =\underline{\boldsymbol{f}}_{3} \odot\left[\mathcal{D}\left(\underline{\boldsymbol{a}}_{3}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{3}\right)\right] \\
\vdots & \\
\tau_{n} & =\underline{\boldsymbol{f}}_{n} \odot\left[\mathcal{D}\left(\underline{\boldsymbol{a}}_{n}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{n}\right)\right] . \tag{4.62}
\end{align*}
$$

|  | Equation |
| :--- | :--- |
| $\mathbf{1}$ | $\underline{\boldsymbol{W}}=\underline{\boldsymbol{L}}\left(\underline{\boldsymbol{A}} \dot{\boldsymbol{\theta}}+\underline{\boldsymbol{W}}_{\text {BASE }}\right)$ |
| $\mathbf{2}$ | $\underline{\boldsymbol{W}}=\underline{\boldsymbol{L}}\left(\underline{\boldsymbol{A}} \ddot{\boldsymbol{\theta}}+\underline{\boldsymbol{C}} \ddot{\boldsymbol{\theta}}+\underline{\dot{\boldsymbol{W}}}_{\text {BASE }}\right)$ |
| $\mathbf{3}$ | $\underline{\boldsymbol{F}}_{R}=\underline{\boldsymbol{W}} \otimes \boldsymbol{G}(\underline{\boldsymbol{W}})+\boldsymbol{G}(\underline{\dot{\boldsymbol{W}}})$ |
| $\mathbf{4}$ | $\underline{\boldsymbol{F}}=\underline{\boldsymbol{L}}^{*}\left(\underline{\boldsymbol{F}}_{R}+\underline{\boldsymbol{F}}_{\mathrm{BASE}}\right)$. |
| $\mathbf{5}$ | $\boldsymbol{\tau}=\underline{\boldsymbol{F}} \circledast \underline{\boldsymbol{A}}_{S}$ |

Table 4.1: List of main operations in Dual Quaternionic-Matrix formulation

To write (4.62) in the vectorial form we must take into account the product defined in (2.73) resulting in

$$
\begin{align*}
\boldsymbol{\tau}=\left[\begin{array}{c}
\tau_{1} \\
\tau_{2} \\
\tau_{3} \\
\vdots \\
\tau_{n}
\end{array}\right] & =\left[\begin{array}{c}
\underline{\boldsymbol{f}}_{1} \odot\left[\mathcal{D}\left(\underline{\boldsymbol{a}}_{1}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{1}\right)\right] \\
\underline{\boldsymbol{f}}_{2} \odot\left[\mathcal{D}\left(\underline{\boldsymbol{a}}_{2}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{2}\right)\right] \\
\underline{\boldsymbol{f}}_{3} \odot\left[\mathcal{D}\left(\underline{\boldsymbol{a}}_{3}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{3}\right)\right] \\
\vdots \\
\underline{\boldsymbol{f}}_{n} \odot\left[\mathcal{D}\left(\underline{\boldsymbol{a}}_{n}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{n}\right)\right]
\end{array}\right] \\
& =\left[\begin{array}{c}
\underline{\boldsymbol{f}}_{1} \\
\underline{\boldsymbol{f}}_{2} \\
\underline{\boldsymbol{f}}_{3} \\
\vdots \\
\underline{\boldsymbol{f}}_{n}
\end{array}\right] \circledast\left[\begin{array}{c}
\mathcal{D}\left(\underline{\boldsymbol{a}}_{1}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{1}\right) \\
\mathcal{D}\left(\underline{\boldsymbol{a}}_{2}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{2}\right) \\
\mathcal{D}\left(\underline{\boldsymbol{a}}_{3}\right)+\varepsilon \mathcal{P}\left(\underline{a}_{3}\right) \\
\vdots \\
\mathcal{D}\left(\underline{\boldsymbol{a}}_{n}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{n}\right)
\end{array}\right] . \tag{4.63}
\end{align*}
$$

Finally we may define

$$
\underline{\boldsymbol{A}}_{S}=\left[\begin{array}{c}
\mathcal{D}\left(\underline{\boldsymbol{a}}_{1}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{1}\right)  \tag{4.64}\\
\mathcal{D}\left(\underline{\boldsymbol{a}}_{2}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{2}\right) \\
\mathcal{D}\left(\underline{\boldsymbol{a}}_{3}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{3}\right) \\
\vdots \\
\mathcal{D}\left(\underline{\boldsymbol{a}}_{n}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{n}\right)
\end{array}\right]
$$

and together with the vectors $\boldsymbol{\tau}$ and $\underline{\boldsymbol{F}}$ we have,

$$
\begin{equation*}
\boldsymbol{\tau}=\underline{\boldsymbol{F}} \circledast \underline{\boldsymbol{A}}_{S} \tag{4.65}
\end{equation*}
$$

thus finishing the set of equations that form the dual quaternionic-matrix formulation.
To close this section, we present, in Table 4.1, a summary of the main equations used in this section to form this non-recursive formulation.

### 4.3.2 Closed Form Equation

While writing the closed form equation for the dqRNEA our aim is to obtain a result similar to (4.3). Thus, we shall use the expressions in Table 4.1.

Starting with (4.65), we must notice that

$$
\begin{equation*}
\boldsymbol{\tau}=\underline{\boldsymbol{F}} \circledast \underline{\boldsymbol{A}}_{S}=\underline{\boldsymbol{A}}_{S} \circledast \underline{\boldsymbol{F}} . \tag{4.66}
\end{equation*}
$$

Indeed, as the double geodesic product is commutative, and because the operation defined in (2.73) is done element-wise throughout the vectors, then it stands that the vectors may commute as well. Furthermore, we substitute (4.61) in the right-hand side of (4.66), thus

$$
\begin{align*}
\boldsymbol{\tau} & =\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*}\left(\underline{\boldsymbol{F}}_{R}+\underline{\boldsymbol{F}}_{\mathrm{EF}}\right)\right] \\
\boldsymbol{\tau} & =\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \underline{\boldsymbol{F}}_{R}+\underline{\boldsymbol{L}}^{*} \underline{\boldsymbol{F}}_{\mathrm{EF}}\right] \\
\boldsymbol{\tau} & =\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \underline{\boldsymbol{F}}_{R}\right]+\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \underline{\boldsymbol{F}}_{\mathrm{EF}}\right] \tag{4.67}
\end{align*}
$$

Next we combine (4.67) with (4.54) and rearrange the terms

$$
\begin{align*}
\boldsymbol{\tau} & =\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*}(\underline{\boldsymbol{W}} \otimes \boldsymbol{G}(\underline{\boldsymbol{W}})+\boldsymbol{G}(\underline{\dot{\boldsymbol{W}}}))\right]+\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \underline{\boldsymbol{F}}_{\mathrm{EF}}\right] \\
\boldsymbol{\tau} & =\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*}(\underline{\boldsymbol{W}} \otimes \boldsymbol{G}(\underline{\boldsymbol{W}}))+\underline{\boldsymbol{L}}^{*} \boldsymbol{G}(\underline{\dot{\boldsymbol{W}}})\right]+\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \underline{\boldsymbol{F}}_{\mathrm{EF}}\right] \\
\boldsymbol{\tau} & =\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*}(\underline{\boldsymbol{W}} \otimes \boldsymbol{G}(\underline{\boldsymbol{W}}))\right]+\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \boldsymbol{G}(\underline{\dot{\boldsymbol{W}}})\right]+\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \underline{\boldsymbol{F}}_{\mathrm{EF}}\right] \tag{4.68}
\end{align*}
$$

Finally, we substitute (4.43) and (4.50) in (4.68) and, once more, rearrange the terms,

$$
\begin{aligned}
& \boldsymbol{\tau}=\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*}\left(\underline{\boldsymbol{W}} \otimes \boldsymbol{G}\left(\underline{\boldsymbol{L}}\left(\underline{\boldsymbol{A}} \dot{\boldsymbol{\theta}}+\underline{\boldsymbol{W}}_{\mathrm{BASE}}\right)\right)\right)\right]+\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \boldsymbol{G}\left(\underline{\boldsymbol{L}}\left(\underline{\boldsymbol{A}} \ddot{\boldsymbol{\theta}}+\underline{\boldsymbol{C}} \dot{\boldsymbol{\theta}}+\underline{\dot{\boldsymbol{W}}}_{\mathrm{BASE}}\right)\right)\right]+\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \underline{\boldsymbol{F}}_{\mathrm{EF}}\right]
\end{aligned}
$$

Here we use the proprieties highlighted in Remark 4.2 in order to break down the terms in $\boldsymbol{G}(\bullet)$. Thus

$$
\begin{align*}
\boldsymbol{\tau}= & \underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*}\left(\underline{\boldsymbol{W}} \otimes \boldsymbol{G}(\underline{\boldsymbol{L} \boldsymbol{A} \dot{\boldsymbol{\theta}}})+\underline{\boldsymbol{W}} \otimes \boldsymbol{G}\left(\underline{\boldsymbol{L}} \boldsymbol{W}_{\mathrm{BASE}}\right)\right)\right] \\
& +\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \boldsymbol{G}(\underline{\boldsymbol{L} \boldsymbol{A}} \ddot{\boldsymbol{\theta}})+\underline{\boldsymbol{L}}^{*} \boldsymbol{G}(\underline{\boldsymbol{L} \boldsymbol{C}} \dot{\boldsymbol{\theta}})+\underline{\boldsymbol{L}}^{*} \boldsymbol{G}\left(\underline{\boldsymbol{L}}_{\dot{\boldsymbol{W}}_{\mathrm{BASE}}}\right)\right]+\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \underline{\boldsymbol{F}}_{\mathrm{EF}}\right] \\
= & \underline{\boldsymbol{A}}_{S} \circledast \\
& \circledast\left[\underline { \boldsymbol { L } } ^ { * } \underline { \boldsymbol { W } } \otimes \left(\boldsymbol{\boldsymbol { G } ( \underline { \boldsymbol { L } \boldsymbol { A } } ) \dot { \boldsymbol { \theta } } ) ] + \underline { \boldsymbol { A } } _ { S } \circledast [ \underline { \boldsymbol { L } } ^ { * } \underline { \boldsymbol { W } } \otimes \boldsymbol { G } ( { \underline { \boldsymbol { L } } \boldsymbol { W } _ { \mathrm { BASE } } } ) ]} \begin{array}{rl} 
& \underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \boldsymbol{G}(\underline{\boldsymbol{L} \boldsymbol{A}})\right] \ddot{\boldsymbol{\theta}}+\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \boldsymbol{G}(\underline{\boldsymbol{L} \boldsymbol{C}})\right] \dot{\boldsymbol{\theta}}+\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \boldsymbol{G}\left(\underline{\boldsymbol{L}}_{\dot{\boldsymbol{W}}_{\mathrm{BASE}}}\right)\right]+\left[\underline{\boldsymbol{A}}_{S} \circledast \underline{\boldsymbol{L}}^{*}\right] \underline{\boldsymbol{F}}_{\mathrm{EF}}
\end{array}\right.\right. \tag{4.70}
\end{align*}
$$

The expression obtained in (4.70) is the closed form version of the dqRNEA, however, in order to ensure a more intuitive representation, we may look again at (4.3). Finally, matching the two equations we have

$$
\begin{equation*}
\tau=\underline{\boldsymbol{M}}(\theta) \ddot{\theta}+\underline{\boldsymbol{c}}(\theta, \dot{\theta})+\underline{\boldsymbol{g}}(\theta)+\underline{\boldsymbol{J}}^{T}(\theta) \underline{\boldsymbol{F}}_{\mathrm{EF}} \tag{4.71}
\end{equation*}
$$

in which

$$
\begin{gather*}
\underline{\boldsymbol{M}}(\theta)=\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \boldsymbol{G}(\underline{\boldsymbol{L} \boldsymbol{A}})\right]  \tag{4.72}\\
\underline{\boldsymbol{c}}(\theta, \dot{\theta})=\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \underline{\boldsymbol{W}} \otimes(\boldsymbol{G}(\underline{\boldsymbol{L} \boldsymbol{A}}) \dot{\boldsymbol{\theta}})\right]+\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \underline{\boldsymbol{W}} \otimes \boldsymbol{G}\left(\underline{\boldsymbol{L}} \underline{\boldsymbol{W}}_{\mathrm{BASE}}\right)\right]+\underline{\boldsymbol{A}}_{S} \circledast\left[\underline{\boldsymbol{L}}^{*} \boldsymbol{G}(\underline{\boldsymbol{L} \boldsymbol{C}})\right] \dot{\boldsymbol{\theta}} ;  \tag{4.73}\\
\underline{\boldsymbol{g}}(\theta)=\underline{\boldsymbol{A}}_{S} \circledast\left[\underline { \boldsymbol { L } } ^ { * } \boldsymbol { G } \left({\left.\left.\underline{\boldsymbol{L}} \dot{\boldsymbol{W}}_{\mathrm{BASE}}\right)\right]}^{\underline{\boldsymbol{J}}^{T}(\theta)=\underline{\boldsymbol{A}}_{S} \circledast \underline{\boldsymbol{L}}^{*}}\right.\right. \tag{4.74}
\end{gather*}
$$

We add here that our formulation for the dqRNEA is one attempt to close a gap in the literature, both with the recursive formulation and the closed one. Indeed, there not many works tackling the use of dual quaternions for describing the RNEA for serial manipulators (or any manipulator for that matter). One exception however are the recent works in $[29,30]$, which describe the quaternion-based inverse dynamics of a spacecraft-mounted
robotic manipulator configured with different joint types. We reiterate here, however, that although some of the equations in $[29,30]$ are similar to our own, their approach is vastly different. While they propose a framework for all types of joint, they approach has many equations presented the Euclidean vector-matrix formulation. This is solution, although valid, is more costly and many times also unintuitive and cumbersome, as there is the need for mapping the dual quaternions to vectors and matrices.
Remark 4.3. The closed formulation presented in (4.71) is exactly the same the general formulation presented in (4.3). We note however, that the individual terms ((4.72) to (4.75)) are not the same as they would have been in other algebras.

### 4.4 DQ BASED INVERSE DYNAMICS CONTROLLER

One of the many applications for the models derived throughout this chapter is on the control of robotic mechanisms. Indeed, dynamical controllers are very important and can be deployed in a number of applications [102-107] in order to enhance a robot's abilities to reliably interact with its environment.

In this context, and in order to further validate our models, we propose to close up this chapter with by designing of a computed torque controller based on dual quaternions ${ }^{1}$. Although conceptually simple and well known, this MIMO controller can be quite powerful to fully compensate the non-linearities of presented in the dynamics of a robot motion [49, 93]. Thus, in Subsection 4.4.1 we present, as a contribution, the formulation for a PD computed torque controller based on the equations of Subsection 4.3.2.

### 4.4.1 Computed Torque Control

The computed-torque control (CTC) is a well known technique to control the motion of a manipulator while accounting for the robot's dynamics model [108]. As a special case of a feedback stabilization scheme for non linear systems the CTC produces a very intuitive and easy to understand linear system. Provided that the robot model is well known, we may use this approach to control our manipulator very reliably, however, more complex approaches should be taken once we deal with real world systems in which many parameters are not completely known. Although in this manuscript we are only presenting the basic formulation for the CTC, we highlight there is a great variety of torque control based approaches that can better account for uncertainties in the models being used $[5,49,93,108,109]$.

To design our controller we take (4.71) as a starting point, however, in order to simplify our problem we consider that no forces are acting on the end-effector-thus $\underline{\boldsymbol{F}}_{\text {BASE }}=0$, turning our model into

$$
\begin{equation*}
\tau=\underline{\boldsymbol{M}}(\theta) \ddot{\boldsymbol{\theta}}+\boldsymbol{c}(\theta, \dot{\theta})+\boldsymbol{g}(\theta) . \tag{4.76}
\end{equation*}
$$

The intuition for this controller is that we want to find a feedback law such that

$$
\tau_{\text {input }}=f(\theta, \dot{\theta}, \ddot{\theta})
$$

results in a linear system when substituted in our original system (4.76). Usually, for a multi-variable non-linear system $\tau_{\text {input }}$ would incredibly difficult to find, however, for our particular system, in which we consider $\underline{M}(\theta)$, $\underline{\boldsymbol{c}}(\theta, \dot{\theta})$ and $\underline{\boldsymbol{g}}(\theta)$ to be completely known, the problem becomes quite simple [93].

[^11]

Figure 4.2: Block diagram for computed torque control, following equations (4.77)-(4.82)

Let us choose a control law such

$$
\begin{equation*}
\tau_{\mathrm{input}}=\underline{\boldsymbol{M}}(\theta) \boldsymbol{a}_{c}+\underline{\boldsymbol{c}}(\theta, \dot{\theta})+\underline{\boldsymbol{g}}(\theta) \tag{4.77}
\end{equation*}
$$

in which $\boldsymbol{a}_{c}$ is an input we are still to choose. Furthermore, since $\underline{\boldsymbol{M}}(\theta)$ is invertible, then we may combine (4.76) and (4.77) to obtain

$$
\begin{equation*}
\ddot{\boldsymbol{\theta}}=\boldsymbol{a}_{c} . \tag{4.78}
\end{equation*}
$$

The system in (4.78) is known as a double integrator system and it stands out as a linear and decoupled system, enabling us to use each individual element of $\boldsymbol{a}_{c}$ to control each output.

We now design the input $\boldsymbol{a}_{c}$ with a control law of our choice, in this case we will choose a PD controller scheme to drive the input as a function of the position and velocity, that is,

$$
\begin{equation*}
\boldsymbol{a}_{c}=-\boldsymbol{K}_{\mathrm{P}} \boldsymbol{\theta}-\boldsymbol{K}_{\mathrm{D}} \dot{\boldsymbol{\theta}}+\boldsymbol{r}(t) \tag{4.79}
\end{equation*}
$$

with $\boldsymbol{K}_{\mathrm{P}}$ and $\boldsymbol{K}_{\mathrm{D}}$ being respectively the proportional and derivative gains and $\boldsymbol{r}(t)$ is the desired feed-forward trajectory, which we may define as

$$
\begin{equation*}
\boldsymbol{r}(t)=\ddot{\boldsymbol{\theta}}_{\text {desired }}+\boldsymbol{K}_{\mathrm{P}} \boldsymbol{\theta}_{\text {desired }}+\boldsymbol{K}_{\mathrm{D}} \dot{\boldsymbol{\theta}}_{\text {desired }} \tag{4.80}
\end{equation*}
$$

Substituting (4.80) in (4.79) we have

$$
\begin{equation*}
\boldsymbol{a}_{c}=\boldsymbol{K}_{\mathrm{P}}\left(\boldsymbol{\theta}_{\text {desired }}-\boldsymbol{\theta}\right)+\boldsymbol{K}_{\mathrm{D}}\left(\dot{\boldsymbol{\theta}}_{\text {desired }}-\dot{\boldsymbol{\theta}}\right)+\ddot{\boldsymbol{\theta}}_{\text {desired }} \tag{4.81}
\end{equation*}
$$

in which we may define $\left(\boldsymbol{\theta}_{\text {desired }}-\boldsymbol{\theta}\right)=\boldsymbol{e}$ and $\left(\dot{\boldsymbol{\theta}}_{\text {desired }}-\dot{\boldsymbol{\theta}}\right)=\dot{\boldsymbol{e}}$ as the error functions, thus creating our control law,

$$
\begin{equation*}
\boldsymbol{a}_{c}=\boldsymbol{K}_{\mathrm{P}} \boldsymbol{e}+\boldsymbol{K}_{\mathrm{D}} \dot{\boldsymbol{e}}+\ddot{\boldsymbol{\theta}}_{\text {desired }} \tag{4.82}
\end{equation*}
$$

As stated this controller is quite simple and yet very powerful, making it ideal for validating our models. In Figure 4.2 we show the block diagram for this particular control-scheme.

## COMPUTATIONAL COST ANALYSIS

One of the main goals of the work being described in the manuscript was to introduce a cost efficient, dual quaternion based inverse dynamics algorithm. Indeed, throughout Chapter 4 we have shown both the recursive and closed versions of the dqRNEA and we have shown how some of the main design choices for this algorithm were taken in order to guarantee better computational cost.

In this chapter, we shall take a better look at the computational costs involved in our algorithm and compare it with some results in the literature. Thus, in Section 5.1 we present the methodology we will be using for calculating the costs throughout this chapter. In Section 5.2 we show the individual costs for each dual quaternion operation, and more so, we show how to optimize the adjoint operation so that it will produce a lower computational cost. In Section 5.3 we show the costs for the dqRNEA algorithm, in Section 5.4 we show the costs for a similar algorithm, but described in HTM and, finally, in Section 5.5 we compare those costs with similar algorithms in the literature.

### 5.1 METHODOLOGY FOR COMPUTATIONAL COST ANALYSIS

In this section we detail the methodology used for evaluating our algorithm performance and computational costs associated with the rigid body kinematics and dynamics. The methodology we will present is not a novelty and has been done in the works of [37,39-41,77], and here, as in our previous work [60], we add as a contribution the analysis of individual costs for operations with dual quaternions, as well as the costs for our dqRNEA algorithm.

The computational cost is, therefore, computed in terms of the function

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}(\text { Operation })=\left([\text { storage }] f,\left[\mathrm{n}^{\circ} \text { Mult. }\right] \times,\left[\mathrm{n}^{\circ} \text { Add. }\right]+\right) . \tag{5.1}
\end{equation*}
$$

In other words, we calculate the costs in terms of the number of elementary operations (multiplications/division and addition/subtraction of floating units), and we also add the storage costs, as fetching an operand from the memory greatly affects the computational time for the algorithm [110]. In order to illustrate how (5.1) can be used, let us look at the quaternion addition in (2.3). In this case we have two quaternions: $\boldsymbol{q}=$ $\eta+\hat{\imath} \mu_{1}+\hat{\jmath} \mu_{2}+\hat{k} \mu_{3}$, consisting of four real numbers, and $\boldsymbol{q}{ }^{\prime}=\eta^{\prime}+\hat{\imath} \mu_{1}^{\prime}+\hat{\jmath} \mu_{2}^{\prime}+\hat{k} \mu_{3}^{\prime}$, consisting of another four real units, thus making necessary eight floating points of storage. Moreover, the quaternion addition is defined as

$$
\boldsymbol{q}+\boldsymbol{q}^{\prime}=\left(\eta+\eta^{\prime}\right)+\hat{\imath}\left(\mu_{1}+\mu_{1}^{\prime}\right)+\hat{\jmath}\left(\mu_{2}+\mu_{2}^{\prime}\right)+\hat{k}\left(\mu_{3}+\mu_{3}^{\prime}\right),
$$

thus having four additions and zero multiplications between the real numbers. This analysis results on

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}(\text { Quat. Addition })=(8 f, 0 \times, 4+) \tag{5.2}
\end{equation*}
$$

Another illustrative example would be the sum of $n$ quaternions. In this case each quaternion would have a storage cost of $4 f$ and we would have the four additions of (5.2) being repeated ( $n-1$ ) times. Thus, the total cost would be

$$
\operatorname{cost}_{\text {Total }}\left(\sum_{i=1}^{n} \boldsymbol{q}_{i}\right)=\left(\begin{array}{c}
n  \tag{5.3}\\
1 \\
n-1
\end{array}\right)(4 f, 0 \times, 4+) .
$$

We highlight that this analysis does not take computational costs into account, as it is dependent on software and hardware specifications.

### 5.2 COMPUTATIONAL COST OF DQ-BASED OPERATIONS

In this Section we use the methodology presented in Section 5.1 to calculate the computational costs for the main quaternion (Subsection 5.2.1) and dual quaternion (Subsection 5.2.2) operations found in Chapter (2). Furthermore, we acknowledge the DQ based operation for the adjoint mapping is not as optimized as some representations for the HTM based adjoint, thus, stemming from our work in [60] we propose in Subsection 5.2.3 an optimized version of (2.89).

### 5.2.1 Costs for Quaternion Operations

Here, Table 5.1 lists the storage and computational costs related to quaternion algebra.
Table 5.1: Cost requirements of quaternion algebra operations

| Operation | Storage | $\times / \div$ | $+/-$ |
| :--- | :---: | :---: | :---: |
| Addition $\left(\boldsymbol{x}_{1}+\boldsymbol{x}_{2}\right)(2.3)$ | $8 f$ | $0 \times$ | $4+$ |
| Multiplication by Scalar $(\alpha \boldsymbol{x})(2.4)$ | $5 f$ | $4 \times$ | $0+$ |
| Quat. Multiplication $\boldsymbol{x}_{1} \boldsymbol{x}_{2}(2.5)$ | $8 f$ | $16 \times$ | $12+$ |
| Quat. Cross Product (2.13) | $6 f$ | $9 \times$ | $5+$ |
| Quat. Inner Product (2.14) | $6 f$ | $3 \times$ | $2+$ |
| Matrix Linear Transf. $\mathcal{T}_{4}(2.49)$ | $20 f$ | $16 \times$ | $12+$ |
| Quat. Hamilton Operator $\stackrel{+}{\boldsymbol{h}}(\bullet)$ or $\overline{\boldsymbol{h}}(\bullet)(2.55)$ | $8 f$ | $16 \times$ | $12+$ |
| Quat. Adjoint Transformation $(2.78)$ | $7 f$ | $20 \times$ | $28+$ |

* where $\alpha \in \mathbb{R}$ and $\boldsymbol{x}_{1}, \boldsymbol{x}_{2} \in \mathbb{H}$

Note that, although we reckon the same computational complexity could be directly extracted from basic operations, to explicitly state the compound operations is valid for future reference and computational cost analysis within the quaternion algebra.

### 5.2.2 Costs for Dual Quaternion Operations

In Table 5.2 we show a detailed list of dual quaternion operations with respective storage and elementary operation costs, following the methodology described in 5.1.

The costs of operations for dual quaternions are generally lower than for other algebras. In particular, the fact that the general dual quaternion needs only eight parameters is in itself an advantage, as a [110] argues the cost for memory access exceeds the cost for basic arithmetic operations. Moreover, although there are many other interesting proprieties that come with using a dual quaternion algebra for kinematic and dynamic

Table 5.2: Cost requirements for dual quaternion operations

| Operation | Storage | $\times / \div$ | $+/-$ |
| :--- | :---: | :---: | :---: |
| Addition $\left(\underline{\boldsymbol{x}}_{1}+\underline{\boldsymbol{x}}_{2}\right)$ | $16 f$ | $0 \times$ | $8+$ |
| Multiplication by Scalar $\left(\alpha \underline{\boldsymbol{x}}_{1}\right)$ | $9 f$ | $8 \times$ | $0+$ |
| Dual Quat. Multiplication $\left(\underline{\boldsymbol{x}}_{1} \underline{\boldsymbol{x}}_{2}\right)$ | $16 f$ | $48 \times$ | $40+$ |
| Cross Product (2.40) | $12 f$ | $18 \times$ | $12+$ |
| Inner Product (2.41) | $12 f$ | $6 \times$ | $5+$ |
| Double Geodesic Product (4.20) | $12 f$ | $6 \times$ | $5+$ |
| Dual Quat Linear Transformation | $72 f$ | $64 \times$ | $56+$ |
| Dual Quat. Hamilton Operator (2.58) | $28 f$ | $48 \times$ | $48+$ |
| Adjoint Transformation (2.89) | $14 f$ | $84 \times$ | $70+$ |
| $*$ where $\alpha \in \mathbb{R}$ and $\underline{\boldsymbol{x}}_{1}, \underline{\boldsymbol{x}}_{2} \in \underline{\mathbb{H}}$ |  |  |  |

algorithms, we still aim to create a cost efficient representation. In this manner, we may notice from Tables 5.1 and 5.2 that the Adjoint transformation is generally quite costly in its traditional form. Thus, in the next section we present our optimization for this operation, and analyze its subsequent costs.

### 5.2.3 Optimizing the Adjoint Mapping

The usual adjoint mapping for dual quaternions, as defined in (2.89), can present quite a few issues for the cost efficient dqRNEA algorithm we aimed at designing. As we previously stated, many of our design choices were made to optimize the algorithm in terms of computational cost. More so, as discussed in Subsection 4.3.1, sometimes, in order to isolate mapped out variable in the equation we might also need to commute the elements on (2.89). Thus, taking these issues into account we proposed the alternative Definition 2.2 for the dual quaternion adjoint [60].

In order to derivate the alternative expressions (2.90) and (2.91) we should use as a starting point the traditional adjoint map of (2.89),

$$
\begin{equation*}
A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}}=\underline{\boldsymbol{x}} \boldsymbol{p} \underline{\boldsymbol{x}}^{*}, \tag{5.4}
\end{equation*}
$$

in which we have that $\underline{\boldsymbol{x}}=\boldsymbol{x}_{\boldsymbol{P}}+\varepsilon \boldsymbol{x}_{\boldsymbol{D}}$ and $\underline{\boldsymbol{p}}=\boldsymbol{p}_{\boldsymbol{P}}+\varepsilon \boldsymbol{p}_{\boldsymbol{D}}$. As stated, one of our aims of this alternative representation is to isolate the variable we are mapping out, which in (5.4) is $\underline{p}$. Therefore, we use here the dual quaternion hamiltonians defined in (2.58), such that

$$
\begin{equation*}
A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}}=\stackrel{+}{\boldsymbol{h}}(\underline{\boldsymbol{x}}) \underline{\overline{\boldsymbol{h}}}\left(\underline{\boldsymbol{x}}^{*}\right) \underline{\boldsymbol{p}} . \tag{5.5}
\end{equation*}
$$

Next, by expanding $\underline{\overline{\boldsymbol{h}}}\left(\underline{\boldsymbol{x}}^{*}\right)=\overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right)+\varepsilon \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{D}^{*}\right)$ and $\underline{\boldsymbol{p}}$ we have

$$
\begin{align*}
A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}} & =\stackrel{+}{\boldsymbol{h}}(\underline{\boldsymbol{x}})\left(\overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right)+\varepsilon \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{D}^{*}\right)\right)\left(\boldsymbol{p}_{\boldsymbol{P}}+\varepsilon \boldsymbol{p}_{\boldsymbol{D}}\right) \\
& =\stackrel{+}{\boldsymbol{h}}(\underline{\boldsymbol{x}})\left(\overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right) \boldsymbol{p}_{\boldsymbol{P}}+\varepsilon\left(\overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right) \boldsymbol{p}_{\boldsymbol{D}}+\overline{\boldsymbol{h}}\left(\boldsymbol{x}_{D}^{*}\right) \boldsymbol{p}_{\boldsymbol{P}}\right)\right) \tag{5.6}
\end{align*}
$$

and from $\underline{+}(\underline{\boldsymbol{h}})=\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right)+\varepsilon \stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{D}}\right)$,

$$
\begin{align*}
A d(\underline{\boldsymbol{x}}) \underline{p} & =\left(\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right)+\varepsilon \stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{D}}\right)\right)\left(\overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right) \boldsymbol{p}_{\boldsymbol{P}}+\varepsilon\left(\overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right) \boldsymbol{p}_{\boldsymbol{D}}+\overline{\boldsymbol{h}}\left(\boldsymbol{x}_{D}^{*}\right) \boldsymbol{p}_{\boldsymbol{P}}\right)\right) \\
& =\left[+\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right)\right] \boldsymbol{p}_{\boldsymbol{P}}+\varepsilon\left[\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right)\right] \boldsymbol{p}_{\boldsymbol{D}}+\varepsilon\left[\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{D}^{*}\right)\right] \boldsymbol{p}_{\boldsymbol{P}}+\varepsilon\left[\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{D}}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right)\right] \boldsymbol{p}_{\boldsymbol{P}} \\
& =\left[\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right)\right] \boldsymbol{p}_{\boldsymbol{P}}+\varepsilon\left[\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right)\right] \boldsymbol{p}_{\boldsymbol{D}}+\varepsilon\left[\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{D}^{*}\right)+\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{D}}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right)\right] \boldsymbol{p}_{\boldsymbol{P}} . \tag{5.7}
\end{align*}
$$

Now let us define the auxiliary adjunct terms, $\mathcal{A}_{\mathcal{P}}$ and $\mathcal{A}_{\mathcal{D}}$,

$$
\begin{equation*}
\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}})=\left[\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right)\right] \text { and } \mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}})=\left[\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{P}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{D}^{*}\right)+\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{D}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right)\right], \tag{5.8}
\end{equation*}
$$

which allow us to rewrite (5.7) as

$$
\begin{align*}
A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}} & =\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{P}}+\varepsilon \mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{D}}+\varepsilon \mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{P}}  \tag{5.9}\\
& =\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{P}}+\varepsilon\left(\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{D}}+\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{P}}\right) .
\end{align*}
$$

Next, by using (2.55), we may further analyze the terms in (5.8). Thus we note that $\mathcal{A}_{\mathcal{P}} \boldsymbol{\mu}$, for any $\boldsymbol{\mu}=$ $\mu_{0}+\mu_{1} \hat{\imath}+\mu_{2} \hat{\jmath}+\mu_{3} \hat{k} \in \mathbb{H}_{0}$, can be written as

$$
\begin{align*}
\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{\mu} & =\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right) \boldsymbol{\mu} \\
& =\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right)\left(\boldsymbol{x}_{P}^{*} \mu_{0}+\hat{\imath} \boldsymbol{x}_{P}^{*} \mu_{1}+\hat{\jmath} \boldsymbol{x}_{P}^{*} \mu_{2}+\hat{k} \boldsymbol{x}_{P}^{*} \mu_{3}\right) \\
& =\left(\boldsymbol{x}_{\boldsymbol{P}} \boldsymbol{x}_{P}^{*} \mu_{0}+\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{P}^{*} \mu_{1}+\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{P}^{*} \mu_{2}+\boldsymbol{x}_{\boldsymbol{P}} \hat{k} \boldsymbol{x}_{P}^{*} \mu_{3}\right), \tag{5.10}
\end{align*}
$$

and since $\boldsymbol{\mu} \in \mathbb{H}_{0}$, we have that $\mu_{0}=0$ and in turn (5.10) becomes

$$
\begin{align*}
\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{\mu} & =\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{P}^{*}\right) \mu_{1}+\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{P}^{*}\right) \mu_{2}+\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\boldsymbol{k}} \boldsymbol{x}_{P}^{*}\right) \mu_{3} \\
& =\mathcal{A}_{P_{\hat{\imath}}} \mu_{1}+\mathcal{A}_{P_{\hat{\jmath}}} \mu_{2}+\mathcal{A}_{P_{\hat{k}}} \mu_{3}, \tag{5.11}
\end{align*}
$$

with $\mathcal{A}_{P_{\hat{\imath}}}=\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{P}^{*}\right), \mathcal{A}_{P_{\hat{\jmath}}}=\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{P}^{*}\right)$ and $\mathcal{A}_{P_{\hat{k}}}=\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{k} \boldsymbol{x}_{P}^{*}\right)$ being the individual base transformation.
We highlight here that $\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{\mu}$ is the adjoint quaternion transformation defined in (2.78) and here taking the form of $\boldsymbol{x}_{\boldsymbol{P}} \boldsymbol{\mu} \boldsymbol{x}_{\boldsymbol{P}}{ }^{*}$. Such concept for adjoint transformation is considerably intuitive in the sense that the classic quaternion adjoint transformation is used to either rotate the point $\boldsymbol{\mu}$ or to observe the same point in a different frame, the quaternion adjoint $\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{\mu}$ redefines the quaternionic elements in the frame of interest. In other words, the adjoint transformation is performed for every quaternionic unit $\hat{\imath}, \hat{\jmath}, \hat{k}$ and the point $\boldsymbol{\mu}$ is simple redefined within the new base.

Similarly to $\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}})$, we may rewrite the term $\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}}) \boldsymbol{\mu}$, for any $\boldsymbol{\mu}=\mu_{0}+\mu_{1} \hat{\imath}+\mu_{2} \hat{\jmath}+\mu_{3} \hat{k} \in \mathbb{H}_{0}$, as

$$
\begin{align*}
\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}}) \boldsymbol{\mu} & =\left[\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{P}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{D}^{*}\right)+\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{D}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right)\right] \boldsymbol{\mu} \\
& =+\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right)\left(\boldsymbol{x}_{D}^{*} \mu_{0}+\hat{\imath} \boldsymbol{x}_{D}^{*} \mu_{1}+\hat{\jmath} \boldsymbol{x}_{D}^{*} \mu_{2}+\hat{k} \boldsymbol{x}_{D}^{*} \mu_{3}\right)+\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{D}\right)\left(\boldsymbol{x}_{P}^{*} \mu_{0}+\hat{\imath} \boldsymbol{x}_{P}^{*} \mu_{1}+\hat{\jmath} \boldsymbol{x}_{P}^{*} \mu_{2}+\hat{k} \boldsymbol{x}_{P}^{*} \mu_{3 .}\right) \\
& =\left(\boldsymbol{x}_{\boldsymbol{P}} \boldsymbol{x}_{D}^{*} \mu_{0}+\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{D}^{*} \mu_{1}+\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{D}^{*} \mu_{2}+\boldsymbol{x}_{\boldsymbol{P}} \hat{k} \boldsymbol{x}_{D}^{*} \mu_{3}\right)+\left(\boldsymbol{x}_{D} \boldsymbol{x}_{P}^{*} \mu_{0}+\boldsymbol{x}_{D} \hat{\imath} \boldsymbol{x}_{P}^{*} \mu_{1}+\boldsymbol{x}_{D} \hat{\jmath} \boldsymbol{x}_{P}^{*} \mu_{2}+\boldsymbol{x}_{D} \hat{k} \boldsymbol{x}_{P}^{*} \mu_{3 .}\right) . \tag{5.12}
\end{align*}
$$

As $\mu_{0}=0$ ( $\boldsymbol{\mu}$ is a pure quaternions) we can rewrite the equation as

$$
\begin{align*}
\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}}) \boldsymbol{\mu} & =\left(\boldsymbol{x}_{P} \hat{\imath} \boldsymbol{x}_{D}^{*} \mu_{1}+\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{D}^{*} \mu_{2}+\boldsymbol{x}_{\boldsymbol{P}} \hat{k} \boldsymbol{x}_{D}^{*} \mu_{3}\right)+\left(\boldsymbol{x}_{D} \hat{\imath} \boldsymbol{x}_{P}^{*} \mu_{1}+\boldsymbol{x}_{D} \hat{\jmath} \boldsymbol{x}_{P}^{*} \mu_{2}+\boldsymbol{x}_{D} \hat{k} \boldsymbol{x}_{P}^{*} \mu_{3 .}\right) \\
& =\left(\boldsymbol{x}_{P} \hat{\imath} \boldsymbol{x}_{D}^{*}+\boldsymbol{x}_{D} \hat{\imath} \boldsymbol{x}_{P}^{*}\right) \mu_{1}+\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{D}^{*}+\boldsymbol{x}_{D} \hat{\jmath} \boldsymbol{x}_{P}^{*}\right) \mu_{2}+\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{k} \boldsymbol{x}_{D}^{*}+\boldsymbol{x}_{D} \hat{k} \boldsymbol{x}_{P}^{*}\right) \mu_{3} \\
& =\left(\boldsymbol{x}_{P} \hat{\imath} \boldsymbol{x}_{D}^{*}-\left(\boldsymbol{x}_{P} \hat{\imath} \boldsymbol{x}_{D}^{*}\right)^{*}\right) \mu_{1}+\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{D}^{*}-\left(\boldsymbol{x}_{P} \hat{\jmath} \boldsymbol{x}_{D}^{*}\right)^{*}\right) \mu_{2}+\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{k} \boldsymbol{x}_{D}^{*}-\left(\boldsymbol{x}_{P} \hat{k} \boldsymbol{x}_{D}^{*}\right)\right) \mu_{3} \tag{5.13}
\end{align*}
$$

Now, for an arbitrary pure quaternion $\boldsymbol{q}_{0}$, let us consider an expression such as

$$
\begin{equation*}
\boldsymbol{q}_{0}-\boldsymbol{q}_{0}^{*} \tag{5.14}
\end{equation*}
$$

We notice that (5.14) is the sum of a quaternion with the negative of its conjugate, and from (2.12), we have

$$
\begin{equation*}
\boldsymbol{q}_{0}=\operatorname{Im}\left(\boldsymbol{q}_{0}\right)=\frac{1}{2}\left(\boldsymbol{q}_{0}-\boldsymbol{q}_{0}^{*}\right) \tag{5.15}
\end{equation*}
$$

With the propriety described in (5.15), and knowing that the adjoint map of a pure quaternion yields a pure quaternion, we have that for any quaternionic unit $\hat{\eta}=\{\hat{\imath}, \hat{\jmath}, \hat{k}\}$

$$
\begin{equation*}
\boldsymbol{x}_{P} \hat{\eta} \boldsymbol{x}_{D}^{*}-\left(\boldsymbol{x}_{P} \hat{\eta} \boldsymbol{x}_{D}^{*}\right)^{*}=2 \operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\eta} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right) \tag{5.16}
\end{equation*}
$$

And thus, we may rewrite (5.13) as

$$
\begin{align*}
\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}}) \boldsymbol{\mu} & =2 \operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right) \mu_{1}+2 \operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right) \mu_{2}+2 \operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\boldsymbol{k}} \boldsymbol{x}_{\boldsymbol{D}}\right) \mu_{3} \\
& =2\left(\operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right) \mu_{1}+\operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right) \mu_{2}+\operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{k} \boldsymbol{x}_{\boldsymbol{D}}\right) \mu_{3}\right) \\
& =\boldsymbol{A}_{D_{\hat{\imath}}} \mu_{1}+\boldsymbol{\mathcal { A }}_{D_{\hat{\jmath}}} \mu_{2}+\boldsymbol{A}_{D_{\hat{k}}} \mu_{3} \tag{5.17}
\end{align*}
$$

with $\mathcal{A}_{D_{\hat{\imath}}}=2 \operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right), \mathcal{A}_{D_{\hat{\imath}}}=2 \operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right)$ and $\mathcal{A}_{D_{\hat{\imath}}}=2 \operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{k} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right)$.
Finally, going back to the adjoint definition in (5.9), we have

$$
\begin{align*}
A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}} & =\underline{\boldsymbol{x}} \underline{\boldsymbol{p}} \underline{\boldsymbol{x}}^{*} \\
& =\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{P}}+\varepsilon\left(\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{D}}+\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{P}}\right) \tag{5.18}
\end{align*}
$$

with $\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}})$ and $\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}})$ being defined respectively as (5.11) and (5.17).
Remark 5.1. To close of the demonstration for the alternative adjoint we should once more return to (5.17), in which, due to the fact that for any quaternionic unit $\hat{\eta}=\{\hat{\imath}, \hat{\jmath}, \hat{k}\}$, we have that $\boldsymbol{x}_{P} \hat{\eta} \boldsymbol{x}_{D}^{*}$ is a pure quaternion, and consequently $\boldsymbol{x}_{P} \hat{\eta} \boldsymbol{x}_{D}^{*}=\operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\eta} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right)$, we have

$$
\begin{align*}
\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}}) \boldsymbol{\mu} & =2\left(\operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right) \mu_{1}+\operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right) \mu_{2}+\operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{k} \boldsymbol{x}_{\boldsymbol{D}}\right) \mu_{3}\right) \\
& =2\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*} \mu_{1}+\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*} \mu_{2}+\boldsymbol{x}_{\boldsymbol{P}} \hat{k} \boldsymbol{x}_{\boldsymbol{D}} \mu_{3}\right) \\
& =2 \hat{\boldsymbol{h}}^{+}\left(\boldsymbol{x}_{\boldsymbol{P}}\right)\left(\hat{\imath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*} \mu_{1}+\hat{\jmath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*} \mu_{2}+\hat{k} \boldsymbol{x}_{\boldsymbol{D}} \mu_{3}\right) \\
& =2 \stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right) \boldsymbol{\mu} . \tag{5.19}
\end{align*}
$$

Furthermore from (5.10) we also have that

$$
\begin{equation*}
\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{\mu}=\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{P}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right) \boldsymbol{\mu} . \tag{5.20}
\end{equation*}
$$

Thus we may similarly represent the adjoint transformation as introduced in [60] and Definition 2.2, that is, defining

$$
\begin{equation*}
\boldsymbol{A}_{P}(\underline{\boldsymbol{x}})=\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{P}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right) \text { and } \boldsymbol{A}_{D}(\underline{\boldsymbol{x}})=2 \stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{D}}^{*}\right) \tag{5.21}
\end{equation*}
$$

and

$$
\begin{equation*}
A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}}=\boldsymbol{A}_{P}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{P}+\varepsilon\left(\boldsymbol{A}_{P}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{D}+\boldsymbol{A}_{D}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{P}\right) . \tag{5.22}
\end{equation*}
$$

The representation in (5.11), (5.17) and (5.18) is equivalent to the one in Definition 2.2, which is what was used in [60] for lowering the computational costs of the algorithm. However, we believe that $\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}})$ and $\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}})$ are both more intuitive reformulations for the adjoint operator, as well as more cost efficient.
Remark 5.2. Finally, we also remark here how this new representation of the adjoint works with our Algorithm ? ?

In this case, we shall compute $\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}})$ and $\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}})$ (or instead $\boldsymbol{A}_{P}(\underline{\boldsymbol{x}})$ and $\boldsymbol{A}_{D}(\underline{\boldsymbol{x}})$ ) and only use the value stored in the memory for the subsequent transformations.

Thus, we have Algorithm 5.1, in which we add the computation of $\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}})$ and $\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}})$.

```
Algorithm 5.1 Dual-quaternion based recursive Newton-Euler Inverse Dynamics for \(\boldsymbol{n}\) DoF Manipulator
Initialization:
At the home config., set the frames \(\mathcal{F}_{0}\) to the base, \(\mathcal{F}_{1}\) to \(\mathcal{F}_{n}\) to the \(n\)-links' center of mass, and \(\mathcal{F}_{n+1}\) to the end-pose.
Set \(\underline{\boldsymbol{\delta}}_{i-1}^{i}, \underline{\boldsymbol{a}}_{i}\) as the pose of \(\mathcal{F}_{i-1}\) and the screw axis of joint \(i\) expressed in \(\mathcal{F}_{i}\), with null vel. \(\underline{\boldsymbol{\omega}}_{0}=0\) and gravity accel. \(\dot{\underline{\dot{\omega}}}_{0}=-\varepsilon \boldsymbol{g}\) at base and end-pose wrench \(\underline{\boldsymbol{f}}_{E F}=\boldsymbol{f}_{E F}+\varepsilon \boldsymbol{m}_{E F}\).
```

Forward iteration

$$
\begin{aligned}
& \underline{\boldsymbol{x}}_{i}^{i-1}\left(\theta_{i}(t)\right)=\underline{\boldsymbol{\delta}}_{i-1}^{i} \exp \left(\underline{\boldsymbol{a}}_{i} \frac{\Delta \theta_{i}}{2}\right) \\
& \text { Compute } \mathcal{A}_{P}\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \text { and } \mathcal{A}_{D}\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \text { from (2.91) } \\
& \underline{\boldsymbol{\omega}}_{i}=\underline{\boldsymbol{a}}_{i} \dot{\theta}_{i}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \underline{\boldsymbol{\omega}}_{i-1} \\
& \underline{\dot{\boldsymbol{\omega}}}_{i}=\underline{\boldsymbol{a}}_{i} \ddot{\theta}_{i}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \underline{\dot{\boldsymbol{\omega}}}_{i-1}+\left(\underline{\boldsymbol{\omega}}_{i} \times \underline{\boldsymbol{a}}_{i}\right) \dot{\theta}_{i}(t)
\end{aligned}
$$

## Backward iteration

$$
\begin{aligned}
& \underline{\boldsymbol{f}}_{R, i}=\underline{\boldsymbol{\omega}}_{i} \times\left(G_{i}\left(\underline{\boldsymbol{\omega}}_{i}\right)\right)+G_{i}\left(\underline{\underline{\dot{\boldsymbol{}}}}_{i}\right) \\
& \underline{\boldsymbol{f}}_{i}=\underline{\boldsymbol{f}}_{R, i}+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{i}^{i+1}\right) \underline{\boldsymbol{f}}_{i+1} \\
& \tau_{i}=\underline{\boldsymbol{f}}_{i} \odot \underline{\boldsymbol{a}}_{i}
\end{aligned}
$$

### 5.2.3.1 Computational Costs for the new adjoint representation

When computing the costs of the adjoint transformations presented in this section we must take in consideration two different steps:

1. The costs for calculating the adjoint operands $\left(\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}})\right.$ and $\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}})$ or $\boldsymbol{A}_{P}(\underline{\boldsymbol{x}})$ and $\boldsymbol{A}_{D}(\underline{\boldsymbol{x}})$;
2. The costs of the adjoint transformation as described in (5.18).

Regarding $\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}})$ in (5.18), we may analyze the cost equations and notice that (5.11) has the individual elements $\mathcal{A}_{P_{\hat{\imath}}}=\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{P}^{*}\right), \mathcal{A}_{P_{\hat{\jmath}}}=\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\boldsymbol{x}}_{P}^{*}\right)$ and $\mathcal{A}_{P_{\hat{k}}}=\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{k} \boldsymbol{x}_{P}^{*}\right)$. In this case,

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath}\right)=(4 f, 4 \times, 0+) \tag{5.23}
\end{equation*}
$$

and $\operatorname{cost}_{\text {Total }}\left(\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath}\right) \boldsymbol{x}_{P}^{*}\right)$ will be equal to the cost for (5.23) plus the cost for the the multiplication of two quaternions, that is

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{P}^{*}\right)=(4 f, 4 \times, 0+)+(0 f, 16 \times, 12+)=(4 f, 20 \times, 12+) \tag{5.24}
\end{equation*}
$$

Thus, noting that the costs for $\mathcal{A}_{P_{\hat{\jmath}}}$ and $\mathcal{A}_{P_{\hat{k}}}$ are the same as (5.24), we have a total cost for computing $\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}})$

$$
\operatorname{cost}_{\text {Total }}\left(\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}})\right)=3(4 f, 20 \times, 12+)-\underbrace{2(4 f, 0 \times, 0+)}_{\text {Repeated } \boldsymbol{x}_{P}}=(4 f, 60 \times, 36+)
$$

Taking into consideration the cost for the adjoint transformation once $\mathcal{A}_{\mathcal{P}}(\underline{x})$ is already built and stored, we must look at (5.11) once more. That is we must compute

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}\left(\mathcal{A}_{P_{\hat{\imath}}} \mu_{1}+\mathcal{A}_{P_{\hat{\jmath}}} \mu_{2}+\mathcal{A}_{P_{\hat{k}}} \mu_{3}\right)=\underbrace{\operatorname{cost}_{\text {Total }}\left(\mathcal{A}_{P_{\hat{\imath}}} \mu_{1}\right)}_{(5 f, 3 \times, 0+)}+\underbrace{\operatorname{cost}_{\text {Total }}\left(\mathcal{A}_{P_{\hat{\jmath}}} \mu_{2}\right)}_{(5 f, 3 \times, 3+)}+\underbrace{\operatorname{cost}_{\text {Total }}\left(\mathcal{A}_{P_{\hat{k}}} \mu_{3}\right)}_{(5 f, 3 \times, 3+)} . \tag{5.25}
\end{equation*}
$$

Which yields,

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}\left(\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{\mu}\right)=(15 f, 9 \times, 6+) . \tag{5.26}
\end{equation*}
$$

Similarly we may calculate the costs for $\mathcal{A}_{\mathcal{D}}$. In this case, from (5.17) we have the individual elements that form $\mathcal{A}_{\mathcal{D}}$ being $\mathcal{A}_{D_{\hat{\imath}}}=2 \operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right), \mathcal{A}_{D_{\hat{\imath}}}=2 \operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right)$ and $\mathcal{A}_{D_{\hat{\imath}}}=2 \operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{k} \boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right)$. Here we notice that, due to (2.81)

$$
\begin{align*}
& \mathcal{A}_{D_{\hat{\imath}}}=2 \operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{\boldsymbol{D}}\right.\left.{ }^{*}\right) \\
&=2 \operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath}\left(0.5 \underline{\boldsymbol{x}} \text {.translation } \boldsymbol{x}_{P}\right)^{*}\right)  \tag{5.27}\\
&=\operatorname{Im}\left(\boldsymbol{x}_{\boldsymbol{P}}^{\hat{\imath} \boldsymbol{x}_{P}}(\underline{\boldsymbol{x}} \text {.translation })\right)
\end{align*}
$$

but $\boldsymbol{x}_{\boldsymbol{P}}^{\hat{\imath}} \boldsymbol{x}_{P}\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\jmath} \boldsymbol{x}_{P}\right.$ or $\left.\boldsymbol{x}_{\boldsymbol{P}} \hat{k} \boldsymbol{x}_{P}\right)$ has already been calculated in 5.24 , thus we do not need to compute this again only retrieve it from memory. Thus, the total cost will be only one quaternion multiplication

$$
\begin{equation*}
\boldsymbol{\operatorname { c o s t }}_{\text {Total }}\left(\operatorname{Im}\left(\left(\boldsymbol{x}_{\boldsymbol{P}} \hat{\imath} \boldsymbol{x}_{P}\right)(\underline{\boldsymbol{x}} . \text { translation })\right)\right)=(8 f, 16 \times, 12+) . \tag{5.28}
\end{equation*}
$$

Furthermore the cost for $\mathcal{A}_{\mathcal{D}}$ will be

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}\left(\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}})\right)=3(8 f, 16 \times, 12+)-\underbrace{2(8 f, 0 \times, 0+)}_{\text {Repeated } \boldsymbol{x}_{P} \boldsymbol{x}_{D}}=(8 f, 48 \times, 36+) \tag{5.29}
\end{equation*}
$$

With $\mathcal{A}_{\mathcal{D}}$ built and stored we can calculate the cost for the $\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}}) \boldsymbol{\mu}$, thus, from (5.17) we have the exact same cost as for (5.25),

$$
\begin{align*}
\operatorname{cost}_{\text {Total }}\left(\mathcal{A}_{D_{\hat{\imath}}} \mu_{1}+\right. & \left.\mathcal{A}_{D_{\hat{\jmath}}} \mu_{2}+\mathcal{A}_{D_{\hat{k}}} \mu_{3}\right)
\end{align*}=\underbrace{\operatorname{cost}_{\text {Total }}\left(\mathcal{A}_{D_{\hat{\imath}}} \mu_{1}\right)}_{(5 f, 3 \times, 0+)}+\underbrace{\operatorname{cost}_{\text {Total }}\left(\mathcal{A}_{D_{\hat{\jmath}}} \mu_{2}\right)}_{(5 f, 3 \times, 3+)}+\underbrace{\operatorname{cost}_{\text {Total }}\left(\mathcal{A}_{D_{\hat{k}}} \mu_{3}\right)}_{(5 f, 3 \times, 3+)} .
$$

Finally, we have the cost for the whole adjoint transformation, defined in (5.18). Here we consider that $\mathcal{A}_{\mathcal{P}}$ and $\mathcal{A}_{\mathcal{D}}$ have already been computed, thus we shall only consider the costs for fetching them from the memory and multiplying by a pure quaternion, as in (5.26) and (5.30), thus

$$
\begin{align*}
\operatorname{cost}_{\text {Total }}(A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}}) & =\operatorname{cost}_{\text {Total }}\left(\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{P}}\right)+\operatorname{cost}_{\text {Total }}\left(\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{D}}+\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{P}}\right) . \\
& =\underbrace{(15 f, 9 \times, 9+)}_{\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{P}}}+\underbrace{(15 f, 9 \times, 9+)}_{\mathcal{A}_{\mathcal{P}}(\underline{x}) \boldsymbol{p}_{\boldsymbol{D}}}+\underbrace{(15 f, 9 \times, 9+)}_{\mathcal{A}_{\mathcal{D}}(\underline{x}) \boldsymbol{p}_{\boldsymbol{P}}}+\underbrace{(0 f, 0 \times, 3+)}_{\text {Addition in } \mathbb{H}_{0}}-\underbrace{(15 f, 0 \times, 0+)}_{\text {Repeated } \mathcal{A}_{\mathcal{P}}, \boldsymbol{p}_{\boldsymbol{P}}} \tag{5.31}
\end{align*}
$$

yielding a total cost of

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}(A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}})=(30 f, 27 \times, 30+) . \tag{5.32}
\end{equation*}
$$

The cost for operators $\boldsymbol{A}_{P}(\underline{\boldsymbol{x}})$ and $\boldsymbol{A}_{D}(\underline{\boldsymbol{x}})$ is a bit more straightforward to calculate. In this case we have that $\boldsymbol{A}_{P}(\underline{\boldsymbol{x}})$ has the same cost as aHamiltonian operators for quaternion, (2.55). Thus

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}\left(\boldsymbol{A}_{P}(\underline{\boldsymbol{x}})\right)=\operatorname{cost}_{\text {Total }}\left(\stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{P}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{P}^{*}\right)\right)=(4 f, 16 \times, 12+) \tag{5.33}
\end{equation*}
$$

and $\boldsymbol{A}_{D}(\underline{\boldsymbol{x}})$ has also the same cost, with the added scalar multiplication,

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}\left(\boldsymbol{A}_{D}(\underline{\boldsymbol{x}})\right)=\operatorname{cost}_{\text {Total }}\left(2 \stackrel{+}{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{P}}\right) \overline{\boldsymbol{h}}\left(\boldsymbol{x}_{\boldsymbol{D}}{ }^{*}\right)\right)=(8 f, 20 \times, 12+) \tag{5.34}
\end{equation*}
$$

Furthermore the cost for $\boldsymbol{A}_{P}(\underline{\boldsymbol{x}}) \boldsymbol{\mu}$ (or $\left.\boldsymbol{A}_{D}(\underline{\boldsymbol{x}}) \boldsymbol{\mu}\right)$ is the cost of a further Hamiltonian operator

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}\left(\boldsymbol{A}_{P}(\underline{\boldsymbol{x}}) \boldsymbol{\mu}\right)=(14 f, 20 \times, 12+) \tag{5.35}
\end{equation*}
$$

Finally the adjoint transformation as in Definition 2.2 has the total cost of

$$
\begin{align*}
\operatorname{cost}_{\text {Total }}(A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}}) & =\operatorname{cost}_{\text {Total }}\left(\boldsymbol{A}_{P}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{P}}\right)+\operatorname{cost}_{\text {Total }}\left(\boldsymbol{A}_{P}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{D}}+\boldsymbol{A}_{D}(\underline{\boldsymbol{x}}) \boldsymbol{p}_{\boldsymbol{P}}\right) \\
& =\underbrace{(14 f, 20 \times, 12+)}_{\boldsymbol{A}_{P}(\underline{x}) \boldsymbol{p}_{P}}+\underbrace{(14 f, 20 \times, 12+)}_{\boldsymbol{A}_{P}(\underline{x}) \boldsymbol{p}_{D}}+\underbrace{(14 f, 20 \times, 12+)}_{\boldsymbol{A}_{D}(\underline{x}) \boldsymbol{p}_{P}}+3 \underbrace{(0 f, 0 \times, 3+)}_{\text {Addition in } \mathbb{H}_{0}}-\underbrace{(14 f, 0 \times, 0+)}_{\text {Repeated } \boldsymbol{A}_{P}, \boldsymbol{p}_{P}}, \tag{5.36}
\end{align*}
$$

yielding a total cost of

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}(A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}})=(28 f, 60 \times, 39+) . \tag{5.37}
\end{equation*}
$$

Before closing up this section we also present Table 5.3, in which we see the total weight the costs of the adjoint transformations would have in the whole Algorithm 4.2-that is the cost for constructing the matrix and the cost for all three times it appears throughout the algorithm.

We notice here that, as we are not retrieving from memory $\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}})$ and $\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}})$ (or $\boldsymbol{A}_{P}(\underline{\boldsymbol{x}})$ and $\boldsymbol{A}_{D}(\underline{\boldsymbol{x}})$ ) the cost for the storage for the traditional adjoint transformation is considerably less than the for the other representations, however, the number of additions and multiplications in this case are much greater. We also notice here that for the Adjoint Map of Subsection 5.2.3 the operator's construction cost is higher than for Adjoint Map in Definition 2.2, however the added costs for each recursion are generally lesser. Indeed, for our particular algorithm we believe the two more optimized solutions are better, with (5.18) having a slight advantage.

### 5.3 COMPUTATIONAL COST OF DQRNEA

In this section we shall use the data of cost operations within the unit dual quaternion framework, as presented in Tables 5.1 and 5.2 in order to calculate the costs for dqRNEA algorithm. We can compute the total cost for the forward and backward iteration of the proposed dual quaternion based Newton-Euler inverse dynamics algorithm for a $n$-joints serial manipulator. Such results are presented on Table III.

Starting out from (3.56) we have, as presented in [40], we have the cost for $n$ consecutive dual quaternion multiplication

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{x}}_{E F}\right)=\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{x}}_{1}^{0} \underline{\boldsymbol{x}}_{2}^{1} \ldots \underline{\boldsymbol{x}}_{n+1}^{n}\right)=n(8 f, 48 \times, 40+) . \tag{5.38}
\end{equation*}
$$

Table 5.3: Comparison between different manners of performing the adjoint mapping

| Mapping Type | Cost |  |  | Observation |
| :---: | :---: | :---: | :---: | :---: |
|  | Storage | $\times / \div$ | +/- |  |
| Traditional Adjoint Map (2.89) | $14 f$ | $84 \times$ | $70+$ | Costs from (2.89) |
|  | $42 f$ | $252 \times$ | $210+$ | Total for Algorithm 5.1 |
| Adjoint Map in Definition 2.2 | $4 f$ | $16 \times$ | 12+ | $\boldsymbol{A}_{P}(\underline{\boldsymbol{x}})$ : Needs to be computed only once per recursion |
|  | $8 f$ | $20 \times$ | $12+$ | $\boldsymbol{A}_{D}(\underline{\boldsymbol{x}})$ : Needs to be computed only once per recursion |
|  | $28 f$ | $60 \times$ | $39+$ | $A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}}$ : Computed multiple times per recursion |
|  | $96 f$ | $216 \times$ | $141+$ | Total for Algorithm 5.1 |
| Adjoint Map of Subsection 5.2.3 | $4 f$ | $60 \times$ | $36+$ | $\mathcal{A}_{\mathcal{P}}(\underline{\boldsymbol{x}})$ : Needs to be computed only once per recursion |
|  | $8 f$ | $48 \times$ | $36+$ | $\mathcal{A}_{\mathcal{D}}(\underline{\boldsymbol{x}})$ : Needs to be computed only once per recursion |
|  | $30 f$ | $27 \times$ | $30+$ | $A d(\underline{\boldsymbol{x}}) \underline{\boldsymbol{p}}$ : Computed multiple times per recursion |
|  | $102 f$ | $189 \times$ | 162+ | Total for Algorithm 5.1 |

Before proceeding for the costs of the other equations, we also find it interesting highlight that the cost of (3.56) when parametrized with the PoE formulation is much smaller than the one with DH Parameters [40]. That is, due to (3.57) we have that each element in (3.56) has three extra dual quaternion multiplications imbued in this computation, thus

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{x}}_{E F}^{D H}\right)=3 n(8 f, 48 \times, 40+), \tag{5.39}
\end{equation*}
$$

which corroborate the choice for using the PoE representation in our cost effective algorithm.
Next, we calculate the cost for the twist equation, (4.7),

$$
\begin{align*}
\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{\omega}}_{i}\right) & =\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{a}}_{i} \Delta \dot{\theta}_{i}(t)+\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \underline{\boldsymbol{\omega}}_{i-1}\right) \\
& =\underbrace{\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{a}}_{i} \Delta \dot{\theta}_{i}(t)\right)}_{\text {Pure DQ times Scalar }}+\operatorname{cost}_{\text {Total }}(\text { Pure DQ Add. })+\operatorname{cost}_{\text {Total }}\left(\operatorname{Ad}\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \underline{\boldsymbol{\omega}}_{i-1}\right) \\
& =(7 f, 6 \times, 0+)+(0 f, 0 \times, 6+)+(30 f, 27 \times, 30+) \\
& =(37 f, 33 \times, 36+) . \tag{5.40}
\end{align*}
$$

As the algorithm is repeated $n$-times we have the total cost being $n(37 f, 33 \times, 36+)$. Here we must also add that the adjoint is in our new formulation proposed in Subsection 5.2.3. When using the traditional adjoint we would need to replace $(30 f, 27 \times, 30+)$ by $(14 f, 84 \times, 70+)$, thus resulting in a total cost of $n(21 f, 90 \times, 76+)$.

Regarding 4.18 we have

$$
\begin{align*}
\operatorname{cost}_{\text {Total }}\left(\underline{\dot{\boldsymbol{\omega}}}_{i}\right) & =\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{a}}_{i} \Delta \ddot{\theta}_{i}(t)+A d\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \underline{\dot{\boldsymbol{\omega}}}_{i-1}+\left(\underline{\boldsymbol{\omega}}_{i} \times \underline{\boldsymbol{a}}_{i}\right) \Delta \dot{\theta}_{i}(t)\right) \\
& =\underbrace{\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{a}}_{i} \Delta \ddot{\theta}_{i}(t)\right)}_{\text {Pure DQ times Scalar }}+2 \operatorname{cost}_{\text {Total }}(\text { Pure DQ Add. })+\operatorname{cost}_{\text {Total }}\left(A d\left(\underline{\boldsymbol{x}}_{i}^{i-1}\right) \underline{\boldsymbol{\omega}}_{i-1}\right)+\underbrace{\operatorname{cost}_{\text {Total }}\left(\left(\underline{\boldsymbol{\omega}}_{i} \times \underline{\boldsymbol{a}}_{i}\right) \Delta \dot{\theta}_{i}(t)\right.}_{\substack{\text { DQ crose Product } \\
\text { Pure Do tines Scalar }}} \\
& =(7 f, 6 \times, 0+)+2(0 f, 0 \times, 6+)+(30 f, 27 \times, 30+)+(6 f, 18 \times, 12+)+(1 f, 6 \times, 0+) \\
& =(44 f, 57 \times, 54+) . \tag{5.41}
\end{align*}
$$

Once more, we reiterate that this was computed using the adjoint, of Subsection 5.2.3. When using the traditional adjoint the cost would go up to $(28 f, 114 \times, 94+)$. Also, (5.41) is repeated $n$-times bringing the total cost to $n(44 f, 57 \times, 54+)($ or $n(28 f, 114 \times, 94+))$

Now, we go to the backward iteration of the algorithm. In this case we shall start with the cost for the Dual Quaternion Inertia Transformation, from (3.44),

$$
\begin{align*}
& \operatorname{cost}_{\text {Total }}\left(G_{i}(\underline{\boldsymbol{q}})\right)=\operatorname{cost}_{\text {Total }}\left(m \mathcal{D}(\underline{\boldsymbol{q}})+\varepsilon\left(\boldsymbol{I}_{x}^{b} q_{x}+\boldsymbol{I}_{y}^{b} q_{y}+\boldsymbol{I}_{z}^{b} q_{z}\right)\right) \\
& =\underbrace{\operatorname{cost}_{\text {Total }}(m \mathcal{D}(\underline{\boldsymbol{q}}))}_{\text {Pure Quat. times Scalar }}+\underbrace{\operatorname{cost}_{\text {Total }}\left(\boldsymbol{I}_{x}^{b} q_{x}+\boldsymbol{I}_{y}^{b} q_{y}+\boldsymbol{I}_{z}^{b} q_{z}\right)}_{\begin{array}{c}
\text { 3imes Pure Quat. imes Scalar } \\
\text { 2 Pure quatrinion Add }
\end{array}} \\
& =(16 f, 12 \times, 6+) . \tag{5.42}
\end{align*}
$$

Then, we may calculate the cost of (4.19)

$$
\begin{align*}
\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{f}}_{R, i}\right) & =\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{\omega}}_{i} \times\left(G_{i}\left(\underline{\boldsymbol{\omega}}_{i}\right)\right)+G_{i}\left(\underline{\dot{\boldsymbol{\omega}}}_{i}\right)\right) \\
& =\underbrace{\operatorname{cost}}_{G \text { function }+ \text { Cross Product }} \text { Total }\left(\underline{\boldsymbol{\omega}}_{i} \times\left(G_{i}\left(\underline{\boldsymbol{\omega}}_{i}\right)\right)\right) \\
& \operatorname{cost}_{\text {Total }}(\text { Pure DQ Add. })+\operatorname{cost}_{\text {Total }}\left(G_{i}\left(\underline{\dot{\boldsymbol{\omega}}}_{i}\right)\right) \\
& =(16 f, 12 \times, 6+)+(0 f, 18 \times, 12+)+(0 f, 0 \times, 6+)+(6 f, 12 \times, 6+)  \tag{5.43}\\
& =(22 f, 42 \times, 30+),
\end{align*}
$$

which becomes $n(22 f, 42 \times, 30+)$ when considering the calculation for all $n$ links.
The next cost is for the resulting force, in (4.20),

$$
\begin{align*}
\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{f}}_{i}\right) & =\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{f}}_{R, i}+A d\left(\underline{\boldsymbol{x}}_{i}^{i+1}\right) \underline{f}_{i+1}\right) \\
& =\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{f}}_{R, i}\right)+\operatorname{cost}_{\text {Total }}(\text { Pure DQ Add. })+\operatorname{cost}_{\text {Total }}\left(A d\left(\underline{\boldsymbol{x}}_{i}^{i+1}\right) \underline{\boldsymbol{f}}_{i+1}\right) \\
& =(6 f, 0 \times, 0+)+(0 f, 0 \times, 6+)+(30 f, 27 \times, 30+) \\
& =(36 f, 27 \times, 36+) . \tag{5.44}
\end{align*}
$$

In this case we will have a total of $n(36 f, 27 \times, 36+)$ for the whole $n$-link manipulator and $n(20 f, 84 \times, 76+)$ for the traditional adjoint operation.

Finally, the cost for the torque is

$$
\begin{align*}
\operatorname{cost}_{\text {Total }}\left(\tau_{i}\right) & =\operatorname{cost}_{\text {Total }}\left(\underline{\boldsymbol{f}}_{i} \odot\left[\mathcal{D}\left(\underline{\boldsymbol{a}}_{i}\right)+\varepsilon \mathcal{P}\left(\underline{\boldsymbol{a}}_{i}\right)\right]\right) \\
& =\operatorname{cost}_{\text {Total }}(\text { DG Product }) \\
& =(12 f, 6 \times, 5+) \tag{5.45}
\end{align*}
$$

and $n(12 f, 6 \times, 5+)$ for all links.
Table 5.4 shows the total cost of operations for different formulations of the the algorithm. Our preferred version uses the PoE formulation, dual quaternion algebra and the adjoint proposed in this chapter is presented

Table 5.4: Cost of operations for UDQ

| Oper. | DQ - PoE - New Adjoint |  |  | DQ - PoE - Old Adjoint |  |  | DQ - DH - New Adjoint |  |  | DQ - DH - Old Adjoint |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Storage ( $f$ ) | $\times 1 \div$ | $+/-$ | Storage( $f$ ) | $\times 1 \div$ | $+1-$ | Storage( $f$ ) | $\times 1 \div$ | $+/-$ | Storage ( $f$ ) | $\times 1 \div$ | +/- |
| Eq. (3.56) | $8 n$ | $48 n$ | $40 n$ | $8 n$ | $48 n$ | $40 n$ | $24 n$ | $144 n$ | $120 n$ | $24 n$ | $144 n$ | $120 n$ |
| Eqs. (5.11, 5.17) | $12 n$ | $112 n$ | $72 n$ | 0 | 0 | 0 | $12 n$ | $112 n$ | $72 n$ | 0 | 0 | 0 |
| Eq. (4.7) | $37 n$ | $33 n$ | $36 n$ | $21 n$ | $90 n$ | $76 n$ | $37 n$ | $33 n$ | $36 n$ | $21 n$ | $90 n$ | $76 n$ |
| Eq. (4.18) | $44 n$ | $57 n$ | $54 n$ | $28 n$ | $114 n$ | $94 n$ | $44 n$ | $57 n$ | $54 n$ | $28 n$ | $114 n$ | $94 n$ |
| Eq. (4.19) | $22 n$ | $42 n$ | $30 n$ | $22 n$ | $42 n$ | $30 n$ | $22 n$ | $42 n$ | $30 n$ | $22 n$ | $42 n$ | $30 n$ |
| Eq. (4.20) | $36 n$ | $27 n$ | $36 n$ | $20 n$ | $84 n$ | $76 n$ | $36 n$ | $27 n$ | $36 n$ | $20 n$ | $84 n$ | $76 n$ |
| Eq. (4.22) | $12 n$ | $6 n$ | $5 n$ | $12 n$ | $6 n$ | $5 n$ | $12 n$ | $6 n$ | $5 n$ | $12 n$ | $6 n$ | $5 n$ |
| TOTAL | $171 n$ | $325 n$ | $273 n$ | $111 n$ | $384 n$ | $321 n$ | $187 n$ | $421 n$ | $353 n$ | $127 n$ | $480 n$ | $401 n$ |

in the first column of the Table. This version proves to be quite good as it has a lesser general cost, even though storage is a little higher in this case. The last two columns in Table 5.4 show how the cost would be with the forward kinematics being calculated with DH parameters. These two columns were just added here for comparison purposes, however, we remark that there must be a transformation of the center of mass for us to use the DH parameters with our formulation, and this would imply in an even bigger cost for all subsequent operations.

### 5.4 COMPUTATIONAL COSTS OF HOMOGENEOUS TRANSFORMATION MATRICES

In this Section we shall present the costs for an alternative RNEA algorithm based on Homogeneous Transformation Matrices (HTM), as per Appendix A. Here we have calculated the computational costs based on the same methodology used in Section 5.1, in which we divide the costs between storage addition/subtraction and multiplication/division. In Subsection 5.4.1 we show both the cost for HTM operations and for vectors in $\mathbb{R}^{6}$. Moreover, in Subsection 5.4.2 we show the the costs for the algorithm as a whole.

### 5.4.1 Cost of HTM operations

In this Subsection we present the costs for the main operations used for the RNEA algorithm based on HTM.

Table 5.5 shows the costs for the main operations for the vectors introduced in Subsection A.1.1, with $\boldsymbol{X}_{1}, \boldsymbol{X}_{2} \in \mathbb{R}^{6}$ and $\alpha \in \mathbb{R}$. We highlight that we also show the costs for the vector adjoint multiplying a vector in $\mathbb{R}^{6}$, such as in (A.8).

Furthermore, Table 5.6 is concerned with the costs for the homogeneous transformation matrices from Subsection A.1.3, with $\boldsymbol{X}_{1} \in \mathbb{R}^{6}, \alpha \in \mathbb{R}$ and $\boldsymbol{T}_{1}, \boldsymbol{T}_{2} \in \mathbb{R}^{4 \times 4}$. Moreover, the first four lines of the table deal with the traditional multiplication and addition operations, but the las two lines deal with the adjoint

Table 5.5: Cost requirements for vector operations

| Operation | Storage | $\times / \div$ | $+/-$ |
| :--- | :---: | :---: | :---: |
| Addition $\left(\boldsymbol{X}_{1}+\boldsymbol{X}_{2}\right)$ | $12 f$ | $0 \times$ | $6+$ |
| Multiplication by Scalar $\left(\alpha \boldsymbol{X}_{1}\right)$ | $7 f$ | $6 \times$ | $0+$ |
| Vector Multiplication $\boldsymbol{X}_{1}^{T} \boldsymbol{X}_{2}$ | $12 f$ | $6 \times$ | $5+$ |
| Vector Adjoint (A.8) | $42 f$ | $36 \times$ | $30+$ |

transformation. Adjoint construction is the cost for building the adjoint matrix, in (A.17)—that is, the cost for the product $[\boldsymbol{p}] \boldsymbol{R}$, and the adjoint transformation is the cost for the a $6 \times 6$ matrix multiplying a $\mathbb{R}^{6}$ vector.

Table 5.6: Cost requirements for HTM operations

| Operation | Storage | $\times / \div$ | $+/-$ |
| :--- | :---: | :---: | :---: |
| Addition $\left(\boldsymbol{T}_{1}+\boldsymbol{T}_{2}\right)$ | $32 f$ | $0 \times$ | $16+$ |
| Multiplication by Scalar $\left(\alpha \boldsymbol{T}_{1}\right)$ | $17 f$ | $16 \times$ | $0+$ |
| Matrix-by-Matrix Multiplication $\boldsymbol{T}_{1} \boldsymbol{T}_{2}$ | $32 f$ | $64 \times$ | $48+$ |
| Matrix-by-Vector Multiplication $\boldsymbol{T} \boldsymbol{X}_{1}$ | $20 f$ | $16 \times$ | $12+$ |
| Adjoint Construction (A.17) | $12 f$ | $27 \times$ | $18+$ |
| Adjoint transformation (A.18) | $42 f$ | $36 \times$ | $30+$ |

### 5.4.2 Cost of HTM Algorithm

In this Subsection we shall use the costs from Tables 5.5 and 5.6 together with the methodology in 5.1 to calculate the whole cost of the HTM based algorithm described in (A.20) to (A.25) (Appendix A).

Thus, we start by calculating the costs for (A.20). This is the cost for a series of $n$ HTM multiplications, that is,

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}\left(\boldsymbol{T}_{E F}\right)=n(16 f, 64 \times, 48+) \tag{5.46}
\end{equation*}
$$

We also note here that, as was the case for the dual quaternions, this equation is parametrized in the PoE formulation. However, if we choose to use the DH notation the cost for each transformation will triplicate, as there will also be three extra transformations. Thus

$$
\begin{equation*}
\operatorname{cost}_{\text {Total }}\left(\boldsymbol{T}_{E F}^{D H}\right)=3 n(16 f, 64 \times, 48+) \tag{5.47}
\end{equation*}
$$

Next we calculate the costs for (A.21),

$$
\begin{align*}
\operatorname{cost}_{\text {Total }}\left(\boldsymbol{W}_{i}\right) & =\operatorname{cost}_{\text {Total }}\left(\left[\operatorname{Ad}_{\boldsymbol{T}_{i}^{i-1}}\right] \boldsymbol{W}_{i-1}+\boldsymbol{A}_{i} \dot{\theta}_{i}\right) \\
& =\underbrace{\operatorname{cost}_{\text {Total }}\left(\left[\operatorname{Ad}_{\boldsymbol{T}_{i}^{i-1}}\right] \boldsymbol{W}_{i-1}\right)}_{\text {Cost of Adjoint Transorm }}+\operatorname{cost}_{\text {Total }}(\text { Vector Add. })+\underbrace{\operatorname{cost}_{\text {Total }}\left(\boldsymbol{A}_{i} \dot{\theta}_{i}\right)}_{\text {Cost for vec. scalar mult. }} \\
& =(42 f, 36 \times, 30+)+(0 f, 0 \times, 6+)+(7 f, 6 \times, 0+) \\
& =(49 f, 42 \times, 36+) \tag{5.48}
\end{align*}
$$

and the costs for (A.22)

$$
\begin{array}{rl}
\operatorname{cost}_{\text {Total }}\left(\dot{\boldsymbol{W}}_{i}\right) & =\operatorname{cost}_{\text {Total }}\left(\left[\operatorname{Ad}_{\boldsymbol{T}_{i}^{i-1}}\right] \dot{\boldsymbol{W}}_{i-1}\right. \\
& =\underbrace{\operatorname{cost}_{\text {Total }}\left(\left[\operatorname{Ad}_{\boldsymbol{T}_{i-1}^{i-1}}\right] \dot{\boldsymbol{W}}_{i-1}\right)}_{\text {Cost of Adjoint Transtorm }}+\underbrace{\left.\left.\operatorname{cost}_{\boldsymbol{T}_{i}}\right)+\boldsymbol{A}_{i} \ddot{\theta}_{i}\right)}_{\substack{\text { Cost of vector Adjoint } \\
\text { Cost of vec. by scalar }}} \operatorname{ad}_{\boldsymbol{W}_{i}}\left(\boldsymbol{A}_{i}\right) \dot{\theta}_{i})
\end{array} \underbrace{\operatorname{cost}_{\text {Total }}\left(\boldsymbol{A}_{i} \ddot{\theta}_{i}\right)}_{\text {Cost for vec. scalar nult. }}+2 \operatorname{cost}_{\text {Total }} \text { (Vec. Add.) })
$$

We note that both the costs for (5.48) and (5.49) are repeated $n$-times, thus resulting in a total of cost of $n(49 f, 42 \times, 36+)$ and $n(86 f, 84 \times, 72+)$ respectively. Furthermore, we also highlight here that we are considering that the adjoint matrix has already been constructed and is just being retrieved from memory. In fact this is the approach we will be following for both the matrix and vector adjoint throughout the remainder of this section.

Now we move to the backward iteration, and before calculating the costs for (A.23), we must account for the costs for the inertia matrix, that is

$$
\operatorname{cost}_{\text {Total }}(\mathcal{G})=\operatorname{cost}_{\text {Total }}\left[\begin{array}{cc}
\boldsymbol{I} & \mathbf{0}  \tag{5.50}\\
\mathbf{0} & m \boldsymbol{I}_{3}
\end{array}\right]=(10 f, 9 \times, 0+) .
$$

We remark that (5.50) should only be calculated once at the beginning of the algorithm, and retrieved from memory in the subsequent iterations of the algorithm. After we is construct $\mathcal{G}$ we can calculate the costs for the resulting forces

$$
\begin{align*}
\operatorname{cost}_{\text {Total }}\left(\boldsymbol{F}_{R, i}\right) & =\operatorname{cost}_{\text {Total }}\left(\boldsymbol{G}_{i} \dot{\boldsymbol{W}}_{i}-\operatorname{ad}_{\boldsymbol{W}_{i}}^{T}\left(\boldsymbol{G}_{i} \boldsymbol{W}_{i}\right)\right) \\
& =\underbrace{\operatorname{cost}_{\text {Total }}\left(\boldsymbol{G}_{i} \dot{\boldsymbol{W}}_{i}\right)}_{\text {Cost of Multiplication }}+\operatorname{cost}_{\text {Total }}(\text { Vec. Sub. })+\underbrace{\operatorname{cost}_{\text {Total }}\left(\operatorname{ad}_{\boldsymbol{W}_{i}}^{T}\left(\boldsymbol{G}_{i} \boldsymbol{W}_{i}\right)\right)}_{\substack{\boldsymbol{G}_{i} \boldsymbol{W}_{i} \text { multiplication } \\
\text { Costo f vector Adjoint }}} \\
& =(42 f, 36 \times, 30+)+(0 f, 0 \times, 6+)+[(6 f, 36 \times, 30+)+(36 f, 36 \times, 30+)] \\
& =(84 f, 108 \times, 96+), \tag{5.51}
\end{align*}
$$

in which we must remember that for $n$-iterations of the algorithm the cost would be $n(84 f, 108 \times, 96+)$. Following that we calculate the costs for (A.24)

$$
\begin{align*}
\operatorname{cost}_{\text {Total }}\left(\boldsymbol{F}_{i}\right) & =\operatorname{cost}_{\text {Total }}\left(\left[\operatorname{Ad}_{\boldsymbol{T}_{i+1}^{i}}\right]^{T} \boldsymbol{F}_{i+1}+\boldsymbol{F}_{R, i}\right) \\
& =\underbrace{\operatorname{cost}_{\text {Total }}\left(\left[\operatorname{Ad}_{\boldsymbol{T}_{i+1}^{i}}\right]^{T} \boldsymbol{F}_{i+1}\right)}_{\text {Cost of Adjoint Transform }}+\operatorname{cost}_{\text {Total }}(\text { Vec. Addition })+\operatorname{cost}_{\text {Total }}\left(\boldsymbol{F}_{R, i}\right) \\
& =(42 f, 36 \times, 30+)+(0 f, 0 \times, 6+)+(6 f, 0 \times, 0+) \\
& =(48 f, 36 \times, 36+), \tag{5.52}
\end{align*}
$$

with the costs for $n$-iterations being $n(48 f, 36 \times, 36+)$.
Finally, we have the costs for the torque in (A.25),

$$
\begin{align*}
\operatorname{cost}_{\text {Total }}\left(\tau_{i}\right) & =\operatorname{cost}_{\text {Total }}\left(\boldsymbol{F}_{i}^{T} \boldsymbol{A}_{i}\right) \\
& =\operatorname{cost}_{\text {Total }}(\text { Vector Multiplication }) \\
& =(12 f, 6 \times, 5+), \tag{5.53}
\end{align*}
$$

Table 5.7: Cost of operations for HTM

| Oper. | HTM - PoE |  | HTM - DH |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Storage( $f$ ) | $\times / \div$ | $+/-$ | Storage $(f)$ | $\times / \div$ | $+/-$ |
| Eq. (3.42) | 10 | 9 | 0 | 10 | 9 | 0 |
| Eq. (A.20) | $16 n$ | $64 n$ | $48 n$ | $48 n$ | $192 n$ | $144 n$ |
| Eq. (A.17) | $12 n$ | $27 n$ | $18 n$ | $12 n$ | $27 n$ | $18 n$ |
| Eq. (A.8) | $12 n$ | 0 | 0 | $12 n$ | 0 | 0 |
| Eq. (A.21) | $49 n$ | $42 n$ | $36 n$ | $49 n$ | $42 n$ | $36 n$ |
| Eq. (A.22) | $86 n$ | $84 n$ | $72 n$ | $86 n$ | $84 n$ | $72 n$ |
| Eq. (A.23) | $84 n$ | $108 n$ | $96 n$ | $84 n$ | $108 n$ | $96 n$ |
| Eq. (A.24) | $48 n$ | $36 n$ | $36 n$ | $48 n$ | $36 n$ | $36 n$ |
| Eq. (A.25) | $12 n$ | $6 n$ | $5 n$ | $12 n$ | $6 n$ | $5 n$ |
| TOTAL | $319 n+10$ | $367 n+9$ | $311 n$ | $351 n+10$ | $495 n+9$ | $407 n$ |

with a total cost for the whole algorithm being $n(12 f, 6 \times, 5+)$.
In Table 5.7 we show, in the first column the total cost of operations for the HTM based algorithm from in [49]. In the second column we show the added cost if we had used a DH notation for the forward kinematics. As was the case for the dqRNEA we highlight that the actual costs for an algorithm of this kind using the DH parameters would be even greater, as we would need to change the position of the center of mass. Furthermore, a full comparison of the algorithms is presented in Subsection 5.5.2.

### 5.5 COMPUTATIONAL COST COMPARISON

In this Section we elaborate more on the discussion presented in the end of Section 5.3, in which we compared the computational costs of different formulations of the dqRNEA algorithm. Furthermore, given the costs for an HTM based recursive Newton Euler algorithm found in the literature (see Appendix 5.4) we shall also discuss some of the differences in performance for this cases.

### 5.5.1 Results in the Literature

Before looking at our algorithm, we believe it is interesting to account for some of the discussions found in the literature regarding this subject. Indeed, ever since the 1990's people have been making comparisons between the computational costs of quaternions, dual quaternions and other algebras.

In [41] four different formalisms are compared regarding regarding their efficiency for representing a rigid body's screw displacement, the dual orthogonal $3 \times 3$ matrix, unit dual quaternions, dual special unitary $2 \times 2$ matrix, and dual Pauli spin matrices. The paper argues that the most advantageous formalism is has to be compact and computationally efficient-as both [41,110] address, the costs for fetching an operand may sometimes exceed the costs for performing basic arithmetic operations, thus making the storage an important point for us
to consider in our analysis. Furthermore, [41] concludes their analysis by stating that for sequential operation the unit dual quaternions are indeed the most compact and computationally efficient manner to represent a screw displacement of a line in space.

Following the results of [41], quite a few works have presented a computation efficiency calculation for the forwards and inverse kinematics problem of a serial manipulator, it is shown in [37,40,77,110] that, for the kinematics, a DQ based implementation performs better than an HTM in terms of computational cost. In particular [40] states that the use of the D-H parameters also make costs increase the cost of the forward dynamics by three, as shown in (5.39).

In [110] the authors make an analyzes that concludes that the inverse kinematics is also more efficient in dual quaternion algebra than when using quaternions or exponential maps. However [37] concludes that when calculating the Jacobian matrix, fewer multiplications are necessary for a geometric Jacobian than the dual quaternion Jacobian (as the former is of the size $6 \times n$ and the latter is $8 \times n$ ).

Finally, we must also highlight here most of our design choices for the dqRNEA algorithm were made taking into consideration the results in the literature which were more efficient. However, sometimes a greater computational cost may be well justified. As [37] argues, the dual quaternion may perform poorly in some accounts, but it does have some attractive proprieties that can justify its use: the DQs are more compact on themselves, they are singularity free, we may use the Hamiltonian operators in order to commute elements and we may use the same set of variables for the kinematics, dynamics and control. And those are only to cite a few of those advantages.

In this manner, we do aim to find a more compact and cost efficient solution for the dynamics, however, the representation of the dual quaternion based recursive Newton Euler algorithm can be justified for its novelty alone.

### 5.5.2 Algorithms Comparison

In this subsection we compare the different costs for both the HTM based algorithm, based on both Table 5.4 and Table 5.7 (See Appendix A).

To start our analysis of the costs for the algorithm we believe it is interesting to look back some the discussion in Subsection 5.5.1. In particular, we shall look Figure 5.1 which shows how the costs for forward kinematics transformation from 3.55 grow. Indeed, it is shown in [37], [40] that the dual quaternions perform better than the HTM for the FKM transformation, and that the PoE formulation has an advantage over the DH parameters. As it can be seen, for a manipulator with few degrees of freedom the difference might be small, but it becomes relevant as $n$-the number of DoFs-increases (and more so with the algorithm running many times in order to control a robot).

Furthermore, in Figure 5.2 we show the cost comparison between the dqRNEA with PoE and the new adjoint in comparison to the HTM recursive Newton-Euler presented in Appendix A. Indeed, one of our goals throughout this work was to create a version of the RNE algorithm with dual quaternions and evaluate whether it is cost efficient when compared to a similar representation, and, in this manner, Figure 5.2 provides us this answer. We notice that for all three variables we have measured the dual quaternion representation performs significantly better.

Still regarding the results of Figure 5.2, we must add that there are other versions of this algorithm through-


Figure 5.1: Costs for Forward Kinematics computation using different representations. In blue we have HTM and in red we have DQ representation. With the dotted line is the cost for D-H based parametrization and the straight line is the screw theory parametrization. The value of $n$ ranges from 1-42.
out the literature and some of them highly optimized for specific applications, thus presenting lower costs then the ones in this manuscript. More so, the manner in which different authors calculate the costs may also differ, making it difficult to make a comparison between results such as in [55, 111], where the costs for some RNE algorithms are lower.

In this manner, we have chosen to compare our results to the classic version of Homogeneous Transformation Matrix based RNE presented in Appendix A, and to calculate the costs of that algorithm by using our methodology. One of the main reasons for our choice of algorithm was that HTM are comparable to dual quaternions in being both singularity free and for having the translation and rotation coupled together in only one structure, which by itself is one great advantage for applications in path planning and control. Another reason for choosing the version in Appendix A of the algorithm was that it made some similar design choices to our own and did not use any novel proprieties that would complicate the cost calculation.

Finally, before finishing this section we also present, in Figure 5.3 the cost comparison for all the versions of the algorithm. Which depending on what we are evaluating they perform differently. We consider the best version of our algorithm to be the one with the New Adjoint and the PoE (in Figure 5.3 represented by the red line) and the one that performs more poorly to be the DH based version with the old adjoint (in Figure 5.3 represented by the black line).


Figure 5.2: Total costs for RNEA of both HTM and DQ. In the plots, the HTM is represented in blue and the DQ is represented in Red. Also $n$ ranges from 1-42.


Figure 5.3: Total costs the different versions of the algorithm presented in Table 5.4. with $n$ ranging from 1-42. SIMULATION RESULTS

Simulation is an incredibly important tool for validating and testing algorithms. Thus in this Chapter we show some of the tests and results we achieved when using the algorithms and equations proposed in this manuscript.

To start off this Chapter, in Section 6.1 we first discuss the methodology we used for algorithm development and for analyzing our results. Furthermore, in Section 6.2 we provide a very didactic example of how to use the algorithms to program and control a simple Two Link Planar arm. In Section 6.3 we move on to a more complex example: that of the 7-DoF Kuka robot.

### 6.1 METHODOLOGY

In order to implement and validate our results we have used mainly the MATLAB software and the DQ_Robotics Toolbox ${ }^{1}$. Our main method of analysis was comparing the results of our package with the results for similar algorithms in another package (in this case the robotics toolbox). To further analyze the results we have implemented a computed torque controller in different situations and analyzed its convergence.

Taking advantage of these tools our methodology can be divided into three main parts which will be further explored in the next subsections:

1. Implementation of a MATLAB package for the functions described in Chapter 4. Here we have used native MATLAB routines coupled together with the DQ_Robotic toolbox which allowed us to promptly use quaternion and dual quaternion algebra. This is presented in Subsection 6.1.1;
2. The Peter Corke robotics toolbox has many different functions available, including the recursive NewtonEuler algorithm for dynamics. As this toolboxes are widely used, we believe they are an important tool for validation. Thus, in Subsection 6.1 .2 we describe in a bit more depth.
3. Computational Setup for the experiments.

### 6.1.1 MATLAB Package

In order to validate our algorithm we have created a MATLAB package with the functions of Chapter 4. Here we added the dual quaternion functionality by means of DQ_Robotics Toolbox. Table 6.1 shows the main functions implemented and their description.

### 6.1.2 Validation Packages

For validation purposes we have used a well know robotic toolboxe: Peter Corke Robotic toolbox [112]. As both this toolbox is widely used and have functions for the recursive Newton-Euler Algorithm we have set it up for benchmarking the results we have obtained in our algorithms.

[^12]Table 6.1: Function description for dqRNEA MatLab Package. Variables from Subsection 4.3.2

| Function name |  | Description | Input |
| :---: | :---: | :---: | :---: |
| Main dqRNEA functions | dqRNE | The dual quaternion recursive Newton Euler Function as described in Algorithm ??. | Robot Model; Joint trajectories; Joint Velocity; Joint Accelerations |
|  | matrix_invdyn | The matrix-quaternion version of the dqRNEA algorithm: that is the equations in Table 4.1 | Robot Model; Joint trajectories; Joint Velocity; Joint Accelerations |
|  | closed_invdyn | Closed version of the algorithm. As in (4.71). | Robot Model; Joint trajectories; Joint Velocity; <br> Joint Accelerations |
| Closed form sub-functions | M_function | Mass function, as in (4.72). Returns the inertial terms of the inverse dynamic equation. | $\underline{\boldsymbol{A}}, \underline{\boldsymbol{L}}, \underline{\boldsymbol{L}}^{*}$, robot model, Number of Degrees of Freedom. |
|  | C_function | Centripetal and Coriolis function, as in (4.73). Returns the Centripetal and Coriolis terms of the inverse dynamic equation. | $\underline{\boldsymbol{A}}, \underline{\boldsymbol{L}}, \underline{L}^{*}, \underline{\boldsymbol{C}}, \underline{\boldsymbol{W}}$, <br> $\underline{\boldsymbol{W}}_{\text {BASE }}, \dot{\boldsymbol{\theta}}$, robot model, <br> Number of Degrees of Freedom. |
|  | G_function | Gravity function as in (4.74). Returns the gravity terms of the inverse dynamics equation. | $\underline{\boldsymbol{A}}, \underline{\boldsymbol{L}}, \underline{\boldsymbol{L}}^{*}, \underline{\boldsymbol{W}}, \underline{\boldsymbol{W}}_{\mathrm{BASE}}$, robot model, Number of Degrees of Freedom. |
|  | f_jacob | Contact Jacobian as in (4.75). Used when there is a force at the end-effector. | $\underline{\boldsymbol{A}}, \underline{\boldsymbol{L}}^{*}$, Number of Degrees of Freedom |
| Auxiliary Functions | DG_product | Double Geodesic Product as described in (2.42). | Two pure dual quaternions |
|  | cross_Vec | Element wise cross product between two dual quaternion vectors. As in (2.71). | Two dual quaternion vectors |
|  | G_ | Dual Quaternion Inertia Transformation as in (3.44). | Dual Quaternion, robot model, iteration |
|  | G_vec | Vectorial version of the Dual Quaternion Inertia transformation as in (4.51). | Dual Quaternion vector, robot model |
|  | G_Mat | Matrix version of the Dual Quaternion Inertia Transformation. | Dual Quaternion Matrix, robot model |
|  | vec2DQ | Real Vector to quaternion vector transformation. | Vector |
|  | Mat2DQMat | Real Matrix to dual quaternion matrix transformation. | Matrix |
|  | DQ2vec | Dual quaternion vector to real vector transformation. | Dual Quaternion Vector |
|  | DQMat2Mat | Dual quaternion matrix to real matrix transformation. | Dual Quaternion Matrix |



Figure 6.1: Schematic Upper View of a two link planar arm in which both links measure 1 m and the center of mass is located exactly at the middle point of the link.

Regarding Peter Corke's toolbox, we have the RNE algorithm developed based on the equations presented in [56]. These are written as decoupled vector-based equations and use the Denavit-Hartemberg notation.

### 6.1.3 Computational Setup

For all the experiments detailed in this chapter we have adopted as hardware setup a Dell Inspiron with 16 GB of RAM running on an Intel Core i7-7500U CPU at 2.70 GHz with 4 cores. Furthermore, all algorithms were tested for MATLAB R2017b, running on a Ubuntu 16.04 64-bit version.

Some of the experiments also use MATLAB-Simulink in order to control the robot, in this case wee have set the simulation to use a variable-step with maximum step size of 0.05 s and an ODE23t (mod. stiff/Trapezoidal) solver.

### 6.2 TWO LINK PLANAR ARM: MODELING AND CONTROLLING A SIMPLE ROBOT

In this section we shall present a simple example of how to model a robot and implement it in the MATLAB framework we have designed. For that we shall use a simple two-link planar arm. In Subsection 6.2.1 we shall present the model of our robot, in Subsection 6.2 .2 we show the numerical results and in Subsection 6.2.3 we show the implementation of the computed torque control as in 4.4.1

### 6.2.1 Robot Model

Here we present the model for the two link planar arm we used for this experiment. We note that the model plotted in Figure 6.2 was taken from the Peter Corke's robotic toolbox-and as such, uses the DH notation to describe its kinematics. In this case the transformation from DH parameters to the PoE formulation is quite straightforward, as all joint axis are parallel to each other, that is, all can be defined in the same axis of the referenced frame. Figure 6.1 shows the layout of the robot, in which each link is measured one meter and the center of mass is located at 0.5 m from each joint axis

Following Figure 6.1 we can program our screw-based model, which in this case shall follow Listing 6.1. We highlight here that our model is structured in two parts: the first one being the transformation from the beginning of the link (where the joint is) to the object's center of mass. This is followed by the transformation


Figure 6.2: Matlab 3D Robot Plot for the two-link planar arm.
from one link to the other.

Listing 6.1: Two Link Arm PoE model for dqRNEA algorithm
function [linktwist, MT,NT] = twolink_dq_screw()
\% Screw axis on each joint is the same
linktwist = DQ([0 0 1]);

응
\% Link transformation: Must remember to divide by two for dual
\% quaternion motion.
$\%$ \%
\% Transformation from each link to its center of mass
$\mathrm{MT}(1)=\mathrm{DQ}\left(\left[\begin{array}{lllll}1 & 0 & 0 & 0, & 0 \\ 0.5 / 2 & 0 & 0\end{array}\right]\right) ;$
$\mathrm{MT}(2)=\mathrm{DQ}\left(\left[\begin{array}{llllll}1 & 0 & 0 & 0, & 0 & 0.5 / 2\end{array} 000\right]\right) ;$
\% Transformation from each link to the other
$\mathrm{NT}(1)=\mathrm{DQ}\left(\left[\begin{array}{lllllll}1 & 0 & 0 & 0,1 / 2 & 0 & 0\end{array}\right]\right)$;
$\mathrm{NT}(2)=\mathrm{DQ}\left(\left[\begin{array}{lllllll}1 & 0 & 0 & 0, & 1 / 2 & 0 & 0\end{array}\right]\right)$;
end

Once the model is defined, as in Listing 6.1 we can easily use them to calculate the forward kinematics. As shown in (3.60) we need both the axis of rotation $\underline{a}_{i}$ which is defined as the variable "linktwist" and the


Figure 6.3: Torque plot for each of the joints in different versions of the algorithm. The straight lines are the results for the matrix-quaternion formulation, the dash-dotted lines refers to the closed equation and the dotted line are the torques for the recursive algorithm. Finally the dashed line are the resulting torques for the recursive Newton-Euler algorithm from Peter Corke's Toolbox.
home position link-transformations $\underline{\boldsymbol{\delta}}_{i-1}^{i}$, which are obtained from the variables "MT" and "NT", such that the resulting transformation can be calculated as

$$
\begin{equation*}
\underline{\boldsymbol{x}}_{i}^{i-1}\left(\underline{\theta}_{i}(t)\right)=\mathrm{M} T_{i}^{*}\left(\mathrm{NT}_{i}\left(\exp \left(-0.5 \underline{\boldsymbol{a}}_{i} \underline{\theta}_{i}\right)\right)\right) \mathrm{MT} \mathbf{M}_{i+1} \tag{6.1}
\end{equation*}
$$

As described in Listing 6.1 NT is the transformation from one joint to the next, and MT is the transformation from the joint to the center of mass. To make the models more intuitive we combine the two expressions such that we have (6.1).

### 6.2.2 Numerical Results

In order to validate our algorithms we have ran all of the three main dqRNEA functions from Table 6.1, and compared it to the results for the recursive Newton-Euler function provided by Peter Corke's toolbox.

As input parameters for the inverse dynamics functions we have input a random sinusoidal trajectory (and their derivatives) and the model for the robot followed what was described in subsection 6.2.1 (for Peter Corke's toobox we have used the equivalent DH Parameters). The plot in Figure 6.3 shows the resulting torques for each of the algorithms.

We note that for this model all algorithms result in the exact same value for the torques, as expected since different modeling or computation strategies should not provide different values for the mechanical system. This exercise is presented herein purely to endorse such analysis.

### 6.2.3 Control Algorithm

Here we present the results for the computed torque controller implemented in the two link planar arm. In order to implement this controller and simulate its results we need also to implement the forward dynamic equations. To this aim, we have taken advantage of a MATLAB-SimuLink model provided by Peter Corke's Robotic toolbox [112]. The Simulink model was adapted to compute the torque-based control inputs following the proposed inverse dynamics algorithms, dqRNEA. Figure 6.4 illustrates the control strategy on Simulink.

Furthermore, we have set our control input to a few different trajectories. In Figures 6.5 and 6.6 we show the progression of the position error for some of the tests performed.

We notice here that from all the setups the controller is converging to the desired pose. Depending on the configuration, however, we can see there is a small stationary error-the biggest on being shown in Figure 6.6b.

### 6.3 KUKA ROBOT: THE DQRNEA BASED CONTROLLER

In order to better validate our models we have also implemented our algorithms in a more realistic robot: the KUKA [2]. In this manner, we start this section, in Subsection 6.3.1, by presenting the robot model for the KUKA robot-in particular, we detail here how to interpret the DH parameters in order to describe the robot in our PoE formulation. Furthermore, we present the numerical results for the dqRNEA algorithm in Subsection 6.3.2 and the controller implemented in MATLAB-Simulink in Subsection 6.3.3.

### 6.3.1 Robot Model

In this section we will present the robot model of the KUKA LWR4, which can be seen in Figure 6.7. The correspondent DH parameters can be seen in Table 6.2 and the position for the center of mass used in the PoE formulation is seen in Table 6.3.

In order to transform the parameters on Table 6.2 to the ones in Table 6.3 we simply need to look at the schematic for the robot, presented in Figure 6.7. We first notice that the DH frames are rotated to coincide with each rotation axis, thus the centers of mass given in Table 6.3 are with relation to those rotated frames. In our model, however, we start from the notion that all frames are aligned at home position and the center of mass is given by taking the joints as references. The transformation from the DH to PoE is then given as a rotation of each link's axis so that they are all aligned.


Figure 6.4: Controller Design on Simulink-From the Peter Corke Toolbox, with the addition of our dual quaternion based recursive newton euler function.


(b) Robot initial and final position: $\boldsymbol{\theta}_{0}=\{0,0\}, \boldsymbol{\theta}_{\text {end }}=\{0, \pi\}$
(a) Robot initial and final position: $\boldsymbol{\theta}_{0}=\{0,0\}, \boldsymbol{\theta}_{\text {end }}=\left\{0, \frac{\pi}{2}\right\}$.



$$
\text { (c) Robot initial and final position: } \boldsymbol{\theta}_{0}=\{0,0\}, \boldsymbol{\theta}_{\text {end }}=\left\{\pi, \frac{\pi}{2}\right\}
$$

(d) Robot initial and final position: $\boldsymbol{\theta}_{0}=\{0,0\}, \boldsymbol{\theta}_{\text {end }}=\left\{\pi, \frac{\pi}{2}\right\}$

Figure 6.5: Robot plot at different configurations. Here we merged the images for the plot at the initial joint configuration $\boldsymbol{\theta}_{0}$ and the final joint configuration $\boldsymbol{\theta}_{\text {end }}$.


Figure 6.6: Plot for the Error Progression for the experiments in Figure 6.5


Figure 6.7: Model of the robot, from left to right we have the DH model of the KUKA LWR4, taken from [2], followed by the joint position and orientation and finally the center of mass fro each link-with positions $c_{1}$ to $c_{7}$ shown in Table

Table 6.2: DH parameters for the KUKA robot, based on [2]
(b) Center of mass for each of the links. The frame of
(a) DH Parameters reference is the DH frame.

| DH-Parameters |  |  |  |  | Center of mass |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d$ | $a$ | $\alpha$ | $\theta$ |  | $c_{x}$ | $c_{y}$ | $c_{z}$ |  |  |
| 0.2 | 0 | $\frac{\pi}{2}$ | $\theta_{1}$ | $c_{1}$ | 0.001340 | -0.087777 | -0.026220 |  |  |
| 0 | 0 | $-\frac{\pi}{2}$ | $\theta_{2}$ | $c_{2}$ | 0.001340 | -0.026220 | 0.087777 |  |  |
| 0.4 | 0 | $-\frac{\pi}{2}$ | $\theta_{3}$ | $c_{3}$ | -0.001340 | 0.087777 | -0.026220 |  |  |
| 0 | 0 | $\frac{\pi}{2}$ | $\theta_{4}$ | $c_{4}$ | -0.001340 | 0.026220 | 0.087777 |  |  |
| 0.39 | 0 | $\frac{\pi}{2}$ | $\theta_{5}$ | $c_{5}$ | -0.000993 | -0.111650 | -0.026958 |  |  |
| 0 | 0 | $-\frac{\pi}{2}$ | $\theta_{6}$ | $c_{6}$ | -0.000259 | -0.005956 | -0.005328 |  |  |
| 0 | 0 | 0 | $\theta_{7}$ | $c_{7}$ | 0 | 0 | 0.063 |  |  |

## Listing 6.2: Two Link Arm PoE model for dqRNEA algorithm

```
function [linktwist, NT, MT] = kuka_dq_screw()
    % Screw from each joint
    linktwist(1) = DQ([0 0 0 1 0 0 0 0]);
    linktwist(2) = DQ([0 0 -1 0 0 0 0 0]);
    linktwist(3) = DQ([0 0 0 1 0 0 0 0]);
    linktwist(4) = DQ([0 0 1 0 0 0 0 0]);
    linktwist(5) = DQ([0 0 0 1 0 0 0 0]);
    linktwist(6) = DQ([0 0 -1 0 0 0 0 0]);
    linktwist(7) = DQ([0 0 0 1 0 0 0 0]);
    % Transformation from each link to the other
    NT(1) = DQ([11 0 0 0, 0}000000.2/2])
    NT(2) = DQ([11 0 0 0, 0}000000.2/2])
    NT(3) = DQ([1 0 0 0, 0 0 0 0.2/2]);
    NT(4) = DQ([1 0 0 0, 0 0 0 0.2/2]);
    NT(5) = DQ([[1 0 0 0, 0 0 0 0.19/2]);
    NT(6) = DQ([11 0 0 0, 0}0000000])
    NT(7) = DQ([1 0 0 0, 0 0 0 0.078/2]);
```

    \% Transformation from each link to its center of mass
    \(a=0.087777\);
    \(\mathrm{b}=0.02622\);
    c \(=0.001340\);
    
]);
$\operatorname{MT}(2)=D Q\left(\left[\begin{array}{llllll}1 & 0 & 0 & 0, & 0 & c / 2\end{array}\right.\right.$
-b/2
(0.2-a)/2
]);
$\operatorname{MT}(3)=\operatorname{DQ}\left(\left[\begin{array}{llllllll}1 & 0 & 0 & 0, & 0 & -c / 2 & -b / 2 & \mathrm{~b} / 2\end{array}\right.\right.$
]);
$\operatorname{MT}(4)=\mathrm{DQ}\left(\left[\begin{array}{lllllll}1 & 0 & 0 & 0, & 0 & -c / 2 & b / 2 \\ (0.2-a) / 2\end{array}\right.\right.$
]);
$\operatorname{MT}(5)=D Q\left(\left[\begin{array}{llllllll}1 & 0 & 0 & 0, & 0 & -0.0009930 / 2 & 0.026958 / 2 & 0.11165 / 2\end{array}\right.\right.$
]);
$\operatorname{MT}(6)=D Q\left(\left[\begin{array}{lllllll}1 & 0 & 0 & 0, & 0 & -0.000259 / 2-0.005328 / 2 & 0.005956 / 2\end{array}\right.\right.$
]);
$\operatorname{MT}(7)=D Q\left(\left[\begin{array}{lllllll}1 & 0 & 0 & 0, & 0 & 0 & (0.078-0.063) / 2\end{array}\right.\right.$
]);
end

Table 6.3: PoE formulation for the KUKA robot-center of mass position with regards to equivalent joint, as in Figure 6.7

| Center of mass |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $c_{x}$ | $c_{y}$ | $c_{z}$ |
| $c_{1}$ | 0.001340 | 0.02622 | 0.087777 |
| $c_{2}$ | 0.001340 | -0.02622 | 0.1122 |
| $c_{3}$ | -0.001340 | -0.02622 | 0.087777 |
| $c_{4}$ | -0.001340 | 0.02622 | 0.1122 |
| $c_{5}$ | -0.000930 | -0.026958 | 0.111650 |
| $c_{6}$ | -0.000259 | -0.005328 | 0.005956 |
| $c_{7}$ | 0 | 0 | 0.0150 |

Finally, following what was done in Subsection 6.2 .1 we could program the KUKA model in the function presented in Listing 6.2.

### 6.3.2 Numerical Results

In this Subsection we present the numerical results for our algorithm with the three functions in the first section of Table 6.1, as well as the comparison with the RNE toolbox. Here, like in Subsection 6.2.2, we input to the functions our robot model as well as random trajectories for the joints (and their derivatives). Figure 6.8 shows the numerical results for the different implementations of our algorithm as well as the result from Peter Corke's Toolbox.

We notice that for our quaternion based inverse dynamics the results are exactly the same in any of the forms of our algorithm. However, when we compare to Peter Corke's RNE there is a difference. In particular the algorithm we have created is very dependent on the model for the robot, and any uncertainties may cause deviations of the output. The effects of this uncertainties, as in any system, may generate negligible error, but also it may generate more considerable deviations in the results. In this particular case, there was some uncertainty in the inertia parameters that we used, therefore, although we have already validated the algorithm there might be some slight differences in the resulting torque due to some difference in the robot model.

### 6.3.3 MATLAB Controller

Here we have implemented the computed torque control, once more, by taking advantage of the Simulink blocks from Peter Corke's robotic toolbox. The model we present in Figure 6.9 is indeed identical to the one used on Subsection 6.2.3, with the only changes being the input parameters, and robot model.

Again, as in Subsection 6.2 .3 we have set our control target to different positions and analyzed our results in Figures 6.10 and 6.11.

We notice the results are also satisfactory in this case, with all the robot joints achieving a low steady state error in the end of the experiments, as was the case for the two link planar arm.


Figure 6.8: Torque plot for each of the joints in different versions of the algorithm. The straight lines are the results for the matrix-quaternion formulation, the dash-dotted lines refers to the closed equation and the dotted line are the torques for the recursive algorithm. Finally the dashed line are the resulting torques for the recursive Newton-Euler algorithm from Peter Corke's Toolbox.

As one last remark, we would like to add on Subsection 6.3.2 discussion about the error. As can be seen in Figure 6.9, we have the blocks referring to the computed torque control, which we are using our dqRNEA algorithm, and we have Peter Corke's toolbox's direct dynamics. One of the reasons we chose not to design the direct dynamics ourselves was to ensure a more realistic depiction of the controller: if the direct dynamics was also our own, we would always have the error equal to zero, as we would be just canceling the terms we provided ourselves. However, this is not the case, for this experiment, as there are uncertainties between our model and the toolbox's. As we have discussed, this uncertainties were visible with the resulting torques of Figure 6.8, and they are also visible on the steady state errors in the results of Figure 6.11, which have a higher order of magnitude than the errors in Figure 6.6.

In the case of our experiments with our Kuka model were able to reach its target position and work as expected, despite the steady state error. This result however, can motivate a further research on the topic of computed torque control. Indeed, as discussed in Subsection 4.4.1, we have only implemented a simple PD controller that uses feedback linearization in order to negate the non-linear terms. This controller is very powerful and operates very well in scenarios in which the robot model is well known, as was the case for the Two Link planar arm. For cases when the robot model is not completely known or in the presence of more uncertainties it starts to fail, creating the need for more sophisticated controllers. Although this is not in the scope of this manuscript, there are many works discussing different, more sophisticated solutions can be found in the works in $[108,109]$, in which the authors review many different solutions for improving the control strategy.


Figure 6.9: Simulink Computed Torque Control Diagram for KUKA LWR4. This is based on Peter Corke robotic toolbox with the addition of our dual quaternion based recursive Newton Euler algorithm.

(a) Robot initial and final position: $\boldsymbol{\theta}_{0}=\{0,0,0,0,0,0,0\}, \boldsymbol{\theta}_{\text {end }}=$ $\left\{0, \frac{\pi}{2}, 0,0,0,0,0\right\}$.

(b) Robot initial and final position: $\boldsymbol{\theta}_{0}=\{0,0,0,0,0,0,0\}, \boldsymbol{\theta}_{\text {end }}=$ $\left\{0, \frac{\pi}{4}, 0,-\frac{\pi}{4}, 0, \frac{\pi}{4}, 0\right\}$

(c) Robot initial and final position: $\boldsymbol{\theta}_{0}=\{0,0,0,0,0,0,0\}, \boldsymbol{\theta}_{\text {end }}=$ $\left\{0, \frac{\pi}{6}, \frac{\pi}{2}, \frac{\pi}{4}, 0,0, \frac{\pi}{2}\right\}$

(d) Robot initial and final position: $\boldsymbol{\theta}_{0}=\{0,0,0,0,0,0,0\}, \boldsymbol{\theta}_{\text {end }}=$ $\left\{\frac{\pi}{2},-\frac{\pi}{4}, \pi, 0, \pi, 0, \frac{\pi}{4}\right\}$

Figure 6.10: Robot plot at different configurations. Here we merged the images for the plot at the initial joint configuration $\boldsymbol{\theta}_{0}$ and the final joint configuration $\boldsymbol{\theta}_{\text {end }}$.

(a) Error progression for achieving the final position in Figure 6.10a

(b) Error progression for achieving the final position in Figure 6.10b

(c) Error progression for achieving the final position in Figure 6.10c

(d) Error progression for achieving the final position in Figure 6.10d

Figure 6.11: Plot for the error progression for the experiments in Figure 6.10

## CONCLUSION

This manuscript focused on the study and development of a novel, cost efficient, formalization for a dual quaternion based recursive Newton-Euler algorithm. Here we have explored different concepts in the literature and developed different tools in order to better implement our dqRNEA thus contributing to strengthening a concept that is still lacking in the literature.

At the beginning of this work we set out not only to design a model for the inverse dynamics of a serial manipulator based on DQ , but also, to answer whether this model would retain all the advantages that dual quaternions usually have when used to represent the kinematics of system. Our main approach to answer this question was an extensive computational cost analysis of the algorithm and comparison with a similar model described in another algebra-after all, one of the main characteristics of dual quaternions is that it is more efficient than other non-minimal representations. Indeed we noticed from our analysis that our algorithm performs better then an algorithm based on Homogeneous Transformation Matrices.

One particularity of our model is that we have also introduced some new mathematical tools to allow us to create the closed form Newton-Euler equations, namely the dual quaternion vectors and matrices. Still, perhaps our main contribution in the the form of dual quaternion basic functions was probably our alternative description of the adjoint transformation, which perform much better than the traditional map, allowing for even more efficiency.

More so, we also aimed at ensuring the validity of our model by means of a few experiments in a simulated environment. In this manner, we have developed a package for MATLAB to implement our functions and we analyzed its validity both compared to another implementation of the RNEA and by itself on a controller. As our algorithm rely on an accurate robot description, we have been able to produce both very precise results as well as some results with some level of error (in the case of the experiment with the Kuka). However, the errors were still small and the controllers we have implemented still converged.

Finally, the dual quaternion description itself also endows the dqRNEA with some of the DQ proprieties: the representation is singularity free and the linear and angular velocities are coupled together-be it in as unit dual quaternions or representing twists and wrenches. Therefore, we believe the answer to our question is yes. It is indeed possible to represent the dynamics of a serial manipulator in dual quaternion algebra and it does retain the proprieties that make this representation attractive. And with this notion we also believe the equations provided in this manuscript opens up the possibilities of many subsequent research with dual quaternion and on the more ways we can further empower a robotic manipulator to act on our world.

### 7.1 FUTURE WORK

Although we were able to describe the dqRNEA algorithm, create a MATLAB package for it and validate our results in a simple controller, there is still a lot that can be done in this work. Indeed, as we have created a formulation for modeling a robotic arm using [37]'s framework for dual quaternions, we can use the many tools at our disposal both with regards to the dual quaternion framework and robotics theory to follow this work in many different directions.

One obvious direction regarding the possible future works that wee can follow is to delve deeper in control theory and create more powerful controllers using the models proposed in this manuscript. Indeed, as wee have discussed, the computed torque controller we used to validate our experiments is very powerful, however, it requires knowledge of robot model. This, of course, is an unrealistic scenario in the real world-models are never fully available to us, and when they are, they usually have many uncertainties and noise. In this manner, dealing with this is imperative for real world solutions that would operate safely and reliably in a number of applications. In $[108,109]$ there is a number of different suggestions on how to improve the computed torque controller. More so, a popular solution in the literature for multi-variable non-linear systems are sliding mode controllers [113-115].

Besides exploring the many options of controllers within the joint space, we may also transform our equations to the task-space and focus on controlling the end-effector itself. Indeed, this approach should open the possibility for many different applications, one of them being exploiting the already existing works on cooperative robotics within the dual quaternion framework to also use cooperative tasks primitives that encompass the forces of the system.

One other way of extending this work can also be to extend the model itself to be more general. In this work we have only considered serial robots with a fixed based and revolute joints. It could be advantageous to expand this to a more universal framework. Another choice for expanding this model is, by following the work in [116], to create the dqERNEA-a dual quaternion based elastic recursive Newton-Euler algorithmdescribing a robot with elastic joints.

Of course, these are only some of the many possibilities of future works that can stem from what has been presented in this manuscript. We strongly believe our approach may also result in different works with varied scopes, as well as insights other descriptions would not provide.

## INVERSE DYNAMIC ALGORITHM WITH HOMOGENEOUS MATRICES

In this chapter we introduce some of the basic concepts for the Homogeneous Transformation Matrices (HTM) as described in $[5,36,49,85,93]$. In Section A. 1 we present some of the main operations when using HTM, in particular the ones needed for a clear understanding of the classic version of recursive Newton-Euler inverse dynamics algorithm, which we will present in Section A.2.

## A. 1 HTM

In order to represent positions and rigid motions in space we may use a notation with matrices and vectors. In this section we shall start out by showing how we may separately write a translation (or a point) as a vector in $\mathbb{R}^{3}$ and a rotation matrix in $\mathbb{R}^{3 \times 3}$, this shall be presented, respectively, in Subsections A.1.1 and A.1.2. Finally, in Subsection A.1.3 we show how to construct a Homogeneous transformation matrix, which simultaneously describes motions and rotations in space (analogous to the dual quaternion), and describe some of the most pertinent proprieties it has.

We highlight here that there are many proprieties regarding the mathematical tools introduced in this section, however, it is not the scope of this manuscript to review all particularities relating to HTM. Or aim in this Chapter is present the recursive Newton-Euler algorithm in terms of an algebra that may be comparable to dual quaternions, and, in this manner, the purpose of this is only to overview some of the structures and operations that are used in the RNE algorithm we have chosen to present in Section A.2.

## A.1. 1 Positions, Twists, Forces and Wrenches as vectors

A rigid body's position $\boldsymbol{p}$ with respect to the coordinate frame $\mathcal{F}=\{\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}\}$ can be expressed as

$$
\boldsymbol{p}=p_{x} \boldsymbol{x}+p_{y} \boldsymbol{y}+p_{z} \boldsymbol{z}
$$

in which $p_{x}, p_{y}, p_{z}$ are the coordinated for each axis. In order to compactly express this position we may use the vector formulation

$$
\boldsymbol{p}=\left[\begin{array}{l}
p_{x}  \tag{A.1}\\
p_{y} \\
p_{z}
\end{array}\right] .
$$

We highlight here, that the formulation in (A.1) is isomorphic to the pure quaternion set, as we have discussed in Subsection 2.1.1.1.

Moreover, it is also interesting to note here that we may use vector algebra to write some other important
variables. For instance, the linear and angular velocities are represented, respectively, by

$$
\boldsymbol{v}=\left[\begin{array}{l}
v_{x}  \tag{A.2}\\
v_{y} \\
v_{z}
\end{array}\right], \text { and } \boldsymbol{\omega}=\left[\begin{array}{c}
\omega_{x} \\
\omega_{y} \\
\omega_{z}
\end{array}\right]
$$

Following from (A.2) we can represent a body twist as

$$
\boldsymbol{W}=\left[\begin{array}{c}
\boldsymbol{v}  \tag{A.3}\\
\boldsymbol{\omega}
\end{array}\right] \in \mathbb{R}^{6}
$$

In this section, we also find it interesting to add that forces and moments can be represented similarly to how the linear and angular velocities of (A.2) are represented in $\mathbb{R}^{3}$. That is,

$$
\boldsymbol{f}=\left[\begin{array}{c}
f_{x}  \tag{A.4}\\
f_{y} \\
f_{z}
\end{array}\right], \text { and } \boldsymbol{m}=\left[\begin{array}{c}
m_{x} \\
m_{y} \\
m_{z}
\end{array}\right]
$$

with the subsequent wrench being

$$
\boldsymbol{F}=\left[\begin{array}{c}
\boldsymbol{m}  \tag{A.5}\\
\boldsymbol{f}
\end{array}\right] \in \mathbb{R}^{6}
$$

We also present here Definition A. 1 for the Skew-symmetric representation of a vector.

Definition A.1. (Skew-symmetric representation of a vector) Given a vector $\boldsymbol{p}=\left[\begin{array}{lll}p_{1} & p_{2} & p_{3}\end{array}\right] \in \mathbb{R}^{3}$, we may define a skew-symmetric matrix of $\boldsymbol{p}$, that is

$$
[\boldsymbol{p}]=\left[\begin{array}{ccc}
0 & -p_{3} & p_{2}  \tag{A.6}\\
p_{3} & 0 & -p_{1} \\
-p_{2} & p_{1} & 0
\end{array}\right]
$$

Being skew symmetric it follows from Definition A. 1 that

$$
\begin{equation*}
[\boldsymbol{p}]=-[\boldsymbol{p}]^{T} \tag{A.7}
\end{equation*}
$$

Another important propriety in this section is the adjoint transformation of a vector in $\mathbb{R}^{6}$ by another vector in $\mathbb{R}^{6}$. In this case let us use the vector $\boldsymbol{W}$ and $\boldsymbol{F}$, thus we have the mapping

$$
\operatorname{ad}_{\boldsymbol{W}}^{T}=\left[\begin{array}{cc}
{[\boldsymbol{\omega}]} & 0  \tag{A.8}\\
{[\boldsymbol{v}]} & {[\boldsymbol{\omega}]}
\end{array}\right]^{T}
$$

which leads to a transformation of the type

$$
\operatorname{ad}_{\boldsymbol{W}}^{T}(\boldsymbol{F})=\left[\begin{array}{cc}
{[\boldsymbol{\omega}]} & 0  \tag{A.9}\\
{[\boldsymbol{v}]} & {[\boldsymbol{\omega}]}
\end{array}\right]^{T}\left[\begin{array}{c}
\boldsymbol{m} \\
\boldsymbol{f}
\end{array}\right]
$$

## A.1.2 Rotation Matrix

While we may use a vector to describe a position, we use matrices to describe the orientation and rotation of a frame attached to an object. Thus, let us consider an orthonormal frame $\mathcal{F}_{0}=\{\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}\}$ attached to an object. The rotation from frame $\mathcal{F}_{0}$ to $\mathcal{F}_{1}=\left\{\boldsymbol{x}^{1}, \boldsymbol{y}^{1}, \boldsymbol{z}^{1}\right\}$ can be defined through its individual components

$$
\begin{align*}
& \boldsymbol{x}^{1}=x_{x}^{1} \boldsymbol{x}+x_{y}^{1} \boldsymbol{y}+x_{z}^{1} \boldsymbol{z}, \\
& \boldsymbol{y}^{1}=y_{x}^{1} \boldsymbol{x}+y_{y}^{1} \boldsymbol{y}+y_{z}^{1} \boldsymbol{z} \\
& \boldsymbol{z}^{1}=z_{x}^{1} \boldsymbol{x}+z_{y}^{1} \boldsymbol{y}+z_{z}^{1} \boldsymbol{z} . \tag{A.10}
\end{align*}
$$

Furthermore, those nine components can be expressed in the form of a rotation matrix,

$$
\boldsymbol{R}=\left[\begin{array}{ccc}
x_{x}^{1} & y_{x}^{1} & z_{x}^{1}  \tag{A.11}\\
x_{y}^{1} & y_{y}^{1} & z_{y}^{1} \\
x_{z}^{1} & y_{z}^{1} & z_{z}^{1}
\end{array}\right] \in \mathbb{R}^{3 \times 3}
$$

Although the rotation matrix is described as a set of nine components, we must add that the orientation of an object in space has only three degrees of freedom. In this manner only three entries in (A.11) can be chosen independently—or, in other words, the for $\boldsymbol{R}$ to be a rotation matrix, it has six constrains:

1. Unit Norm: As we are only rotating the orthogonal frame $\mathcal{F}_{0}$ (in which all axis are unitary), we must have a resulting frame with its axis being restricted to the unit norm as well. That is, from (A.10) we have

$$
\begin{align*}
& \left(x_{x}^{1}\right)^{2}+\left(x_{y}^{1}\right)^{2}+\left(x_{z}^{1}\right)^{2}=1 \\
& \left(y_{x}^{1}\right)^{2}+\left(y_{y}^{1}\right)^{2}+\left(y_{z}^{1}\right)^{2}=1 \\
& \left(z_{x}^{1}\right)^{2}+\left(z_{y}^{1}\right)^{2}+\left(z_{z}^{1}\right)^{2}=1 \tag{A.12}
\end{align*}
$$

2. Orthogonality: All three axis of the new frame must remain orthogonal. Thus,

$$
\begin{equation*}
\boldsymbol{x}^{1} \cdot \boldsymbol{y}^{1}=\boldsymbol{x}^{1} \cdot \boldsymbol{z}^{1}=\boldsymbol{y}^{1} \cdot \boldsymbol{z}^{1}=0 \tag{A.13}
\end{equation*}
$$

Indeed, all those constrains can be compactly express through the condition

$$
\begin{equation*}
\boldsymbol{R}^{T} \boldsymbol{R}=\boldsymbol{I}_{3} \tag{A.14}
\end{equation*}
$$

in which $\boldsymbol{I}_{3}$ is the identity matrix.
Finally, to account for the handedness of the matrix, as the above conditions do not distinguish between a right-handed frame (in which $\boldsymbol{x}^{1} \times \boldsymbol{y}^{1}=\boldsymbol{z}^{1}$ ) or a left-handed frame (in which $\boldsymbol{x}^{1} \times \boldsymbol{y}^{1}=-\boldsymbol{z}^{1}$ ). Therefore, let us consider the determinant equation for our matrix (A.1.2)

$$
\begin{equation*}
\operatorname{det} R=\left(\boldsymbol{x}^{1}\right)^{T}\left(\boldsymbol{y}^{1} \times \boldsymbol{z}^{1}\right)=\left(\boldsymbol{z}^{1}\right)^{T}\left(\boldsymbol{x}^{1} \times \boldsymbol{y}^{1}\right)=\left(\boldsymbol{y}^{1}\right)^{T}\left(\boldsymbol{z}^{1} \times \boldsymbol{x}^{1}\right) \tag{A.15}
\end{equation*}
$$

If we have a right-handed matrix then our determinant will be $\operatorname{det} R=1$, otherwise we will have $\operatorname{det} R=-1$.
We also mention here that the rotation matrices which follows the constrains imposed by (A.13) and that are right-handed $(\operatorname{det} R=1)$ form the special orthogonal group $S O(3)$.

## A.1.3 Homogeneous Transformation Matrices

To close this section we shall present the formulation for the homogeneous transformation matrix, which takes advantage of both (A.1) and (A.14) to represent the translation and rotation of a body simultaneously. Thus, we have

$$
\boldsymbol{T}=\left[\begin{array}{cc}
\boldsymbol{R} & \boldsymbol{p}  \tag{A.16}\\
0 & 1
\end{array}\right] \in \mathbb{R}^{4 \times 4}
$$

which is also an element of the Special Euclidean Group $S E(3)$, denoting a full rigid body motion.
The many proprieties and uses of the HTMs can be found in the works of [5, 49, 93, 117]. In this section, though, we find it important to show the adjoint mapping, which will be used in on the RNE algorithm of next section.

Let us take the twist $\boldsymbol{W}_{1}$ in frame $\mathcal{F}_{1}$, considering the transformation $\boldsymbol{T}$ that would lead to $\boldsymbol{W}_{2}$ in $\mathcal{F}_{2}$, we can define the adjoint map in a matrix formulation to be

$$
\left[\mathrm{Ad}_{\boldsymbol{T}}\right]=\left[\begin{array}{cc}
\boldsymbol{R} & 0  \tag{A.17}\\
{[\boldsymbol{p}] \boldsymbol{R}} & \boldsymbol{R}
\end{array}\right] \in \mathbb{R}^{6 \times 6}
$$

Thus, making the frame transformation become

$$
\begin{equation*}
\boldsymbol{W}_{\mathbf{2}}=\left[\operatorname{Ad}_{\boldsymbol{T}}\right] \boldsymbol{W}_{\mathbf{1}} \tag{A.18}
\end{equation*}
$$

We remark here that this is only one of the the formulations for this adjoint transformation, there are a number of other manners to represent it in the literature.

## A. 2 THE NEWTON-EULER ALGORITHM AS PRESENTED IN THE LITERATURE

There are many different formulations for the Recursive Newton-Euler algorithm in the literature [5, 36, $49,56,118-120$ ], in this section, particularly, we shall present the RNEA as shown in [49] as we believe that this version is particularly well suited when comparing to our version of the dqRNEA, as it uses HTM. For one we have the similarities between the dual quaternions and the homogeneous transformation matrices, as the two representations can fully describe both the translation and rotation of a body in a single structure. Furthermore, both DQ and HTM are free from representations singularities, making them more reliable for many applications.

This algorithm is initialized by attaching frame $\mathcal{F}_{0}$ to the base, frames $\mathcal{F}_{1}$ to $\mathcal{F}_{n}$ to the center of mass of each link and frame $\mathcal{F}_{n+1}$ to the end-effector (considering an $n$-link manipulator). Furthermore the initial twist is $\boldsymbol{W}_{0}=0$ and $\boldsymbol{W}_{0}=\left[\begin{array}{ll}0 & -\boldsymbol{g}\end{array}\right]^{T}$, the initial forces at the end effector are $\boldsymbol{F}_{n+1}=\left[\begin{array}{ll}\boldsymbol{m}_{\text {tip }} & \boldsymbol{f}_{\text {tip }}\end{array}\right]^{T}$ and the transformation from link $i-1$ to link $i$ at the home configuration is given by $\boldsymbol{M}_{i}^{i-1}$. The inertia matrix is given by $\mathcal{G} \in \mathbb{R}^{6 \times 6}$, the joint variables are $\theta, \dot{\theta}$ and $\ddot{\theta}$ and the screw axis is given by $\boldsymbol{A} \in \mathbb{R}^{6}$.

We then have the main steps of the algorithm, which are similar to the dqRNEA-or, for that matter, to any other version of the recursive Newton-Euler algorithm. We first we calculate the link's transformation

$$
\begin{equation*}
\boldsymbol{T}_{i}^{i-1}=\exp \left(-\left[\boldsymbol{A}_{i}\right] \theta_{i}\right) \boldsymbol{M}_{i}^{i-1} \tag{A.19}
\end{equation*}
$$

and the forward kinematics of a serial chain

$$
\begin{equation*}
\boldsymbol{T}_{E F}=\boldsymbol{T}_{1}^{0} \boldsymbol{T}_{2}^{1} \ldots \boldsymbol{T}_{n+1}^{n} \tag{A.20}
\end{equation*}
$$

Then we calculate the twist and its derivative

$$
\begin{gather*}
\boldsymbol{W}_{i}=\left[\operatorname{Ad}_{\boldsymbol{T}_{i}^{i-1}}\right] \boldsymbol{W}_{i-1}+\boldsymbol{A}_{i} \dot{\theta}_{i}  \tag{A.21}\\
\dot{\boldsymbol{W}}_{i}=\left[\operatorname{Ad}_{\boldsymbol{T}_{i}^{i-1}}\right] \dot{\boldsymbol{W}}_{i-1}+\operatorname{ad}_{\boldsymbol{W}_{i}}\left(\boldsymbol{A}_{i}\right) \dot{\theta}_{i}+\boldsymbol{A}_{i} \ddot{\theta}_{i} \tag{A.22}
\end{gather*}
$$

Next we have the backward iteration, here we start out calculating the resulting forces for each link,

$$
\begin{equation*}
\boldsymbol{F}_{R, i}=\boldsymbol{G}_{i} \dot{\boldsymbol{W}}_{i}-\operatorname{ad}_{\boldsymbol{W}_{i}}^{T}\left(\boldsymbol{G}_{i} \boldsymbol{W}_{i}\right) \tag{A.23}
\end{equation*}
$$

Then we have that $\boldsymbol{F}_{i}$ is given by

$$
\begin{equation*}
\boldsymbol{F}_{i}=\left[\operatorname{Ad}_{\boldsymbol{T}_{i+1}^{i}}\right]^{T} \boldsymbol{F}_{i+1}+\boldsymbol{F}_{R, i} \tag{A.24}
\end{equation*}
$$

and the torque is

$$
\begin{equation*}
\tau_{i}=\boldsymbol{F}_{i}^{T} \boldsymbol{A}_{i} \tag{A.25}
\end{equation*}
$$
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[^1]:    ${ }^{1}$ A full proof of Frobenius Theorem can be found at [61]

[^2]:    ${ }^{2}$ See Subsection 2.1.1.1

[^3]:    ${ }^{a}$ The algebra of dual quaternions is a eight dimensional associative and not commutative algebra over $\mathbb{R}^{8}$, however, as there are divisors of zero, it does not form a division ring. The quaternions, on the other hand, are a division algebra over $\mathbb{R}^{4}$ and the octonions are a division algebra over $\mathbb{R}^{8}$.

[^4]:    ${ }^{3}$ See Subsection 2.1.3.1

[^5]:    ${ }^{4}$ It is important to highlight that there is no well-defined Riemannian metric for the group of Euclidean transformations nor for the (pure) dual quaternions, but the double-geodesic approach used in [72] and herein ensures positiveness and equal actions in the attitude and translation geodesics. The study on metrics for Euclidean displacements and the correspondent topological obstruction lies out of the scope of the current manuscript, but readers are refereed to excel the works [72,73] for further details.
    ${ }^{5}$ One interesting consequence of the unit dual quaternion group is that it no longer has a semi-norm, but a regular norm. Indeed all elements have a clearly defined norm, which is $\|\underline{q}\|=1$.

[^6]:    ${ }^{6}$ The definitions of vectors and matrices used throughout this paper are not strict, in the sense that vector elements are not defined over a field (note that quaternions, for instance, are division rings, not fields). Nonetheless, operations from vector space are valid for our vector definition as shown in the provided operations in the manuscript. The nomenclature is used for historical reasons and to easy analysis.

[^7]:    ${ }^{1}$ The proof of Chasles Theorem is out of the scope of this manuscript, however it can be easily found in [87].

[^8]:    ${ }^{2}$ This manuscript is only dealing with the case where twists are described in terms of the body frame, and for simplicity we will omit the superscript indicating so. If we wish to change the reference frame a transformation is needed, this is also described in [31, 37].

[^9]:    ${ }^{3}$ In this manuscript, we shall define the body frame to be located in the center of mass, unless stated otherwise. If any other point is chosen, we must transform it to the center of mass before any dynamical equation presented here can be used.

[^10]:    ${ }^{4}$ As was the case for the twist, this manuscript is only dealing with the case where wrenches are described in terms of the body frame. If we wish to change the reference frame a transformation is needed; this is also described in $[31,37]$.

[^11]:    ${ }^{1}$ Also known as inverse dynamic control

[^12]:    ${ }^{1}$ The DQ Robotics Toolbox can be found at https://dqrobotics.github.io/

