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Abstract
This paper studies non-observable variables in the exchange rate dynamics using factor
models in order to extract a common dynamic from more than 20 exchange rates. The
main contribution is the use of supervised machine learning techniques in order to identify
the underlining variables that drive the non-observable dynamics of a panel made with
26 exchange rates using a rigorous lasso model. Most of the results are correlated with
macroeconomic and financial theory.

Keywords: exchange rate,exchange rate, factor analysis, robust estimation.
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1 Introduction

This paper combines traditional econometric approach (factor analysis) with super-
vised machine learning techniques (Rigorous Lasso) to analyze and identify the effects of
the non-observable variables in the cross section of a panel made with 26 exchange rates.

The process of identification of these unobservable variables is important since it
can provide a macroeconomic and financial interpretation for them. In order to make the
non-observable variables visible we extract the factors using the n-orthogonal estimation
method from a sample of 26 exchange rates, in a daily frequency. After the factor extraction
we apply a rigorous lasso regression in order to identify the underlining fundamentals (and
their correlated variables) that are linked with each one of the factors, in order to explain
these unobservable dynamics.

The results shows that that the dollar effect, interest rate differentials, carry trade
returns, risk aversion and real interest rates in a global scale, are the principal drivers
of the factors movements. Other variables such as volatility indexes, economic surprise
indexes, interest rates spreads, swap prices in different currencies, among others also play
an important role with the cross section dynamics of the exchange rates.

All the finds are correlated with findings from various theoretical works in macroe-
conomic and finance, and some results are strongly linked to stylized facts, such as carry
trade, uncovered interest rate parity, risk premia, yield curves movements etc.
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2 Literature review

Since the collapse of Bretton Woods in the beginning of the 1970s and the adoption
of floating exchange rate regimes by most developed countries, make the behavior of
exchange rates become a frequent topic of analysis, as this variable exerts a significant
impact on countries trade balance, price levels, and output. Economists and investors had
trying for decades to develop models to explain and forecast the exchange rate dynamics.

In this work, different form the others, we incorporated financial assets into our
samples, since investors and practioners have, in their way, successful making forecasts
and models that explain exchange rate dynamics, since financial assets can incorporate
real-time information about the economy and impact the exchange rate dynamic as noted
by Andersen (2007). Melvin (2013) noted that the goal of an investor in foreign exchange
market is different to that of much of the academic literature. While the gold standard for
academic has been to produce accurate point forecasts for the future of levels of bilateral
exchange rates, the investor has an easier task. One only need to be concerned with the
actual cross-section of realized relative returns. Errors in forecast can be averaged out over
a large cross-section of currencies, and the rank order of forecasts matters more than their
size.

Beyond the macroeconomic affect there is a prolific financial market around the
globe for exchange rate and related instruments, such as spot currency, future contracts,
swaps, over the counter taylor-made derivatives, among others, all this instruments have a
strong link with economic fundamentals. Unfortunately, the body of research dedicated to
analyzing the predictive power of exchange rate determination models has reached a very
limited success in forecasting or even fitting models in order to explain this variable. This
difficulty is considered one of the major weaknesses of international macroeconomics as
noted by (Bacchetta and van Wincoop, 2006), B. Rossi (2013) and the seminal work of
Meese and Rogoff (1983).

There is a great number of models that focus in forecasting and making inference
about price factors in exchange rates, but most of the them had limited capacity or just
work under very strict horizons and selected variables, as we discuss next. The literature
shows that it is very difficult to find a model framework which can work in a generic way
for a variety of countries and for different time frames and data frequency, as noted by
B. Rossi (2013). The work of B. Rossi is important since it provides a detailed road map
of all the models and their failures and relative success in order to try to fit and forecast
exchange rates.

Meese and Rogoff (1983), verify the lack of predictive power of theoretical exchange
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rate models. They argue that little or no information about the future movement of
exchange rates over short horizons can be extracted from macroeconomic variables, such
as monetary aggregates, price levels, output gap, or interest rates. They found that no
model is able to explain significantly better than a simple random walk model, even in
frameworks that only try to fit the variables in sample.

Macroeconomic variables has a very poor performance in fully explain the variations
in the exchange rate. Cheung et al. (2005) performs a similar exercise incorporating models
developed during the 1990s and applies new econometric techniques. The authors conclude
that some models perform well for certain projections or specific exchange rates, however,
their results do not identify a model that is broadly consistent. Faust et al. (2003) also
noted that most of the work that find macroeconomic models outperform the random
walk model are sensitive to the choice of horizons and sample periods. B. Rossi (2013) also
found that much of the models cannot have good results in a generic way, their success
only occurs under some specific time frames and frequencies.

As discussed by Rossi (2014), one of the best explanations, from a theoretical point
of view, on the fragility in explaining the exchange rate would be the way the rate itself is
determined. If the exchange rate is the expected present discounted value of current and
future fundamentals of an economy, it’s possible that the dynamics is affected not only by
the observables macroeconomic fundamentals, but also by unobservable variables such as
risk premium, noise trading, or any another factor that can create short term distortions
on the expectations of the economic agents about the future of a given economy. Engel
(2012 and 2013), McGrevy (2018) also discuss the importance of taking the unobservable in
account when dealing with exchange rate dynamics, both authors use the factor extraction
method in panels made from exchange rates.

Since the price discovery - which is a process through which information is timely
incorporated in prices in the search for a new equilibrium - for exchanges rates happens
in financial markets with very liquid instruments and the market for exchange rates is
global, and it is relative without borders, which gives the investor the possibility to make
trades around the world, making arbitrages or hedges operations using different currencies,
sometimes the price action happens regardless of the underlining economic fundamentals of
these economies. Now all the trades are done in an electronic environment, which reduces
the possibility to make arbitrages between currencies, with more information, the market
is always near an competitive equilibrium, LeRoy (2014).

Investors have several different motivations to make trades in the exchange rate
markets, since making directional just for speculative motives trades betting in a devalua-
tion of a specific currency or to make a complex derivative structure to hedge a commercial
operation, regardless the motive all the movement in the markets immediately affects the
price of a specific currency.
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Some countries have the price discovery of the exchange rate given by the price
of the future market and not in the spot market. This happens with s ecurities and
underlining assets which have a fragmented market where these similar assets are traded
in multiple venues. And information flows through these different markets affecting prices,
as discussed by (Caporale and Girardi, 2013, Fernandes and Scherrer, 2013, among others).
We can use Brazil as an example, as stated by Garcia et. Al (2015): “Brazil has a long
history of exchange rate crises that have originated different forms of capitals controls. This
process created an atypical FX market structure where, contrary to common international
practice, most of the liquidity is concentrated in the first-to-mature futures contract.” This
kind of “noise” affects the capacity of the traditional models to capture the underlining
dynamics in the exchange rate movement.

If these unobservable factors have little or no correlation with the observable ones,
this reduce the predictive power of the model. Leading to the weak results found in the
literature, such as discussed by Mark (2008), Rossi (2014) and Engel (2012).

In order to resolve the problems discussed earlier, Bacchetta and Van Wincoop
(2004), Bacchetta (2014) develop the scapegoat theory, which is consistent with this
role of the unobservable variables in explaining movements of the exchange rate. This
theory asserts that if the dynamics of the exchange rate is partially given by unobservable
variables, changes in the agents’ expectations with respect to the structural parameters
of the economy generated by shocks on these unobservable variables, will generate this
instability on the relationship between the exchange rate and fundamentals.

The question bought by literature is how to capture and identify these unobservable
movements that have an impact in the dynamics of the exchange rate in order to deal
with the issue of this instability in forecasting the exchange rate.

Such as in Rossi (2014) common factors are extracted directly from the dynamics
of the exchange rate in a set of 26 countries. Two conditions are needed for the use of
factor models to be helpful in forecasting the exchange rate:

1. The information embedded in the common movements of the exchange rate of various
countries is related to the unobservable variables;

2. These variables play a role in the countries exchange rate.

Factor models are widely used to forecast macroeconomic variables, but they are
rarely used in the case of the exchange rates as noted by Rossi (2014). Groen (2006) uses
a dynamic factors model to identify the exchange rate level dictated by fundamentals
and uses the difference between this value and the exchange rate to successfully forecast
the exchange rate over a two-year period. Engel (2008) construct factors derived from
the exchange rate of 17 countries and uses these factors to also forecast the exchange
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rate with satisfactory results. Also Engel (2012 and 2013) uses factor models to apply
yield curve effects and carry trades into the cross-section of a panel made from various
currencies. McGrevy (2018) uses a factor model in panel made from 27 exchange rates and
uses econometric identification methods in order to explain the unobservable dynamic.
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3 Methodology

The challenge we face is to explain the non-observable dynamics. In order to solve
this problem, we use a regularized regression, which is a supervised machine learning
technique, to identify the model that best fits a pool of 126 candidate variables with the
four extracted factors.

Machine learning techniques are better than traditional econometric modelling
since it uses algorithms to select the better model, since the algorithm do this process in
an automatic way. This auto selection feature is desirable when dealing with a big datasets,
which is the case of this work. Consequently, since the model is endogenous selected, the
selection bias is minimized, giving another advantage and eliminating data mining by the
research which is trying to select the best model.

Traditional regression techniques such as OLS has a very poor performance with
a larger number of regressor and does not provide any model selection feature. When
the number of regressors is greater than three, OLS starts to lose efficiency (Stein’s
phenomenon) Ahren et. al (2019). And when the number of regressors is large, forecasting
starts to have a poor performance.

The primary purpose of supervised machine learning, like regularized regression
algorithms is prediction. This type of regression typically does not yield estimates that can
be interpret as causal and statistical inference on theses coefficients can be problematic, as
stated by Ahren et. al (2019). While normal regression analysis may select the true model
as the sample size increases, this is generally the case under strong assumptions. However,
regularized regression can aid causal inference without relying on the strong assumptions
required for perfect model selection. The post-double-selection of methodology of Belloni
et al. (2014a) and the post-regularization approach of Chernozhukov et al. (2015) can be
used to select control variables from a set of factors and, thereby, improving the robustness
of estimation of the parameters of interest, Ahrem (2019), all these models had been
developed for use in economics and have a very strong theorical ground.

Another reason that we choose to use a regularized regression approach in this
work, is the fact that this kind of regression solves the problem of the bias variance
trade-off, Tibshirani (1996). The variance of the estimated prediction increases with model
complexity, whereas the bias tends to decrease with model complexity, a difficult trade-
off. By reducing model complexity and inducing a shrinkage bias, regularized regression
methods tend to outperform OLS in terms of out-of-sample prediction performance Ahren
et al.(2019). In doing so regularized regression addresses the common problem of overfitting:
high in-sample fit (high R) but poor prediction performance on unseen data, Ahren (2019).
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This kind of approach can be used to select more parsimonious models for causal inference.

Another advantage, that Ahren et al (2019) presents is that the regularization
methods such as lasso (and variants) can produce models with sparse solutions, an
important feature to variable identification. High dimensional problems where the number
of predictors is large relative to the samples size, imposes a challenge in the model
specification, especially when the true model is treated as unknow.

Regularized regression methods rely on tuning parameters that control the degree
and type of penalization (variable exclusion). The normal approach in machine learning is
to select tuning parameters using cross- validation in order to get an optimal out-of-sample
model performance. Cross-validation methods generally perform well for predictions task
but are computationally very expensive and presents a poor performance for causal inference
in time series models as highlighted by Ahren et al (2019). Another simple approach
relies on information criteria such as the Akaike information criteria’s (Zou et al, 2007
Zhang et al. 2010). Information criteria are easy to calculate and have attractive theorical
properties but are less robust and can have problems like violation of the independence
and homoscedasticity as noted by Arlot and Celisse (2010).

In order to solve the problems and uses a machine learning method that can work
with good performance on economic problems, Belloin developed the rigorous penalization
for the lasso and square-root lasso provides a third option. The approach is valid in
the presence of heteroskedastic, non-gaussian and cluster depend errors (Belloin et al.
2012, 2014, 2016), characteristic that are very common to financial variables. The rigorous
approach places a high priority on controlling overfitting, thus often producing parsimonious
models or less complex models. This strong focus on containing overfitting is of practical
and theorical benefit for selection control variables for a structural model, a high desirable
feature in macroeconomics.

Since the dataset we use in this work is basically financial and economic time
series, the most appropriate method for us to select the tuning parameter is the rigorous
lasso. The penalization is chosen to dominate the noise of the data-generating process
(represented by the score vector), which allows derivation of theoretical results regarding
consistent prediction and parameter estimation. Ahren (2019).

3.1 The Lasso Model

The lasso takes a special position, as it provides the basis for the rigorous penaliza-
tion approach. The lasso minimizes the mean squared error subject to a penalty as shown
by the equation (1).

βlasso(λ) = argmin
1
n

n∑
i=1

(yi − x
′

iβ)2 + λ

n

p∑
j=1

ψi|βj| (3.1)
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The tuning parameterλ controls the overall penalty level and j are predictor-specific
penalty loadings.

Tibshirani (1996) stated that the lasso model have two major advantages over
OLS. Given the nature of the ‘L1-penalty’, the lasso sets some of the coefficient estimates
exactly to zero and, which leads to removing some predictors from the model, which is
the way the model selection feature happens, shrinking coefficients to zero, consequently,
excluding variables from the model.

The lasso coefficient path, which constitutes the trajectory of coefficient estimates
as a function of λ is linear with chances in slope where variables enter of leave the active
set. The change points are referred as knots. It’s simple to see that if λ = 0 , the model,
yields the OLS solution and if λ→∞ yields and empty model where all coefficients are
zero, because of this dynamics it is very important to choose the better method to choose
the λ for each case, since the final model that will be selected is very sensible to λ.

The lasso, unlike OLS, can be affect by linear transformation of the variables, which
is why the scale of the variables used matters Ahrem et al. (2019). If the predictors are
not of equal variance, the most common approach is to pre-standardize the data such that
1
n

∑
i x

2
ij = 1 and set ψi = 1forj = 1, ..., p

3.2 Rigorous penalization

Following Ahren (2019) and Chernozhukov et al. (2016), the term ‘rigorous’ is used
to emphasize that the framework is constructed with theory. In particular, the penalization
parameters are chosen to achieve consistent prediction and parameter estimation. Rigorous
penalization is of special interest for us, since it provides the bases for methods to facilitate
causal inference in the presence of many instruments and/or many control variables.

Ahren (2019) explains that are three main conditions required to guarantee that
the lasso is consistent in terms of prediction and parameter estimation. The first condition
relates to sparsity. Sparsity is important when we have a large set of potentially relevant
regressors, or consider several models specifications, but assume that only one true model
exists and such model only includes a small number of regressors. The lasso method relies
in the exact sparsity condition, but this assumption is stronger than we need, Ahren et
al.(2019). For example, some true coefficient may be non-zero, but small in absolute size,
the traditional lasso will rule them out of the model, for this reason the approximate
sparsity is desirable.

Another condition that is different in the rigorous penalization is the regularization
event, which concerns the choice of the penalty level λ and the predictor-specific loadings
ψj . The idea is to select he penalty parameters to control the random part of the problem
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in the sense that

λ

n
≥ c max

1≤j≤p
|ψ−1
j Sj| where Sj = 2

n

n∑
i=1

xijεi (3.2)

With high probability here, c > 1 is a constant slack parameter and Sj is the jth element
of the score vector S = ∆Q̂(β) , the gradient of Q̂ at the true value β . The score vector
summarizes the noise associate with the estimation problem.Ahren (2019).

Denote by Λ = nmax|ψ−1
j Sj| the maximal element of the score vector scaled by n

and ψj , and denote by qΛ(.) the quantile function for Λ. In the rigorous lass, we choose
the penalty parameters λ and ψj and the confidence level γ so that λ ≥ cqΛ(1− γ).

3.3 Rigorous Lasso

Belloni et al. (2012) show using moderate deviation theory of self-normalized sums
from Jing et al. (2003)| that the regularization events have asymptotic behavior, i.e:

P ( max
1≤j≤p

c|Sj|) ≥
λψj
n
→ 1 as n→∞, λ→ 0 (3.3)

If the penalty levels and loadings are set to:

• Homoskedascity: λ = 2cσ
√
nΦ−1(1− γ

2p) , where ψj =
√

1
n

∑
i x

2
ij

• Heteroskedascity: λ = 2c
√
nΦ−1(1− γ

2p) , where ψj =
√

1
n

∑
i x

2
ijε

2
i

3.4 Post-estimation OLS

Penalized regression methods induce an attenuation bias that can be alleviated by
post-estimation OLS, which applies OLS to the variables selected by the firs-stage variable
selection method;

βpost = argmin 1
n

n∑
i=1

(yi − x
′

iβ)2 subject toβj = 0 if β̃j = 0 (3.4)

Where β̃j is a sparse first-step estimator such as the lasso. Thus, post-estimation OLS
treats the first-step estimator as a genuine model selection technique. For the case of
the lasso, Belloni (2012) and Chernozhukov (2013) have shown that the post-estimation
OLS, also referred to as post-lasso, performs as well as the lasso under some additional
assumptions if theory-driven penalization is employed. Since we have an interest in the
causal effects, be able to run a traditional OLS model that take advantage of the model
selection employed by the rigorous lasso, it is very desirable.
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4 Data

All the data we use is in a daily frequency from January 2001 to June 2019. All
series starts in 2001 since on this data all the countries inside the sample already had
adopted the floating exchange rate mechanism. All the selected countries have the facto
floating exchange rate regimes and independent monetary policies, all according to the
most recent International Monetary Fund classification, IMF (2019).

The following countries and economic alliances met the selection criteria: Switzer-
land, Norway, Euro Zone, New Zealand, Great Britain, Sweden, Japan, Philippines, Canada,
Australia, Iceland, South Korea, South Africa, Israel, Mexico, Colombia, Poland, Turkey,
Peru, Paraguay, Uruguay, Hungary, Chile, Indonesia and Thailand. All prices are the end
of the day adjusted rate. All exchange rates are relative to the US Dollar and follow the
conventional of local currency quantity per unit of foreign currency. The currency exchange
dataset is obtained from Bloomberg, a total of 125.814 (4839 points for each country)
datapoints only from the currency exchanges series.

For the financial and economic inference of the factors we use 123 variables, all from
Bloomberg, divided in six categories: (1) Spreads; (2) Swap rates; (3) Volatility indexes;
(4) Prime rate indexes from the principal money markets around the world; (5) The 22
principal stock exchanges indexes and (6) diverse market data, such as short positions
in the dollar market, commodities prices (CRB and Gold). The next table show how the
variables are divided in categories.The complete description of the data can be found in
the appendix.

Figure 1 – Variables categories
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4.1 Factor Estimation

We consider the following exchange rate determination model as the baseline
specification:

∆ST = α + βFt + ut (4.1)

Where∆ST are changes in the (log) nominal exchange rate, Ft is the set of common global
factors, which are estimated in order to capture the dynamics of the unobservable variable.

We run the estimations using a robust OLS specification. Robust regression is an
alternative to normal least squares regression when data are contaminated with outliers or
influential observations, which is the case in our sample and a very common situation with
financial data that are prone to variance cluster, since the sample can be contaminated by
noise generated by the financial market movements, as shown by Andersen (2008).

4.2 Extracting the common factors

The common factors we extract from a panel of 26 exchange rates. Some econometric
issues arise for the estimation of the factors. Cayen et al. (2010) analyze two different
methodologies to identify the co-movements among the exchange rates: factor analysis
and state space modeling. The authors discuss the advantages and disadvantages of each
method. They show that the results are identical regardless of the method used for the
identification process. As Rossi (2014) in this work we use, for simplicity, the n-orthogonal
estimation.

4.3 The factor estimation

The factor model assumes that for individual , the observable multivariate vector,
(which contains all the 26 exchange rates) is generated by:

Xi − µ = LFi + ei (4.2)

Where µ is a p x 1 vector of variable means, L, is a p x m matrix of coefficients,
Fi is a vector of standardized unobserved variables, termed common factors, and ei is a
p x 1 vector of errors or unique factors.

The model expresses the p observable variables (Xi − µ) in terms of m unobserv-
able common factorsFt and p unobservable unique factors et. Note that the number of
unobservable exceeds the number of observables.

The factor loading pattern matrix L links the unobserved common factors to the
observed data. The i-th row of L represents the loadings of the i-th variable on the common
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factors. Alternately, the row can be viewed as the coefficients for the common factors for
the i-th variable.

The process of factor estimation is performed in two steps:

1. The estimation of the covariance matrix and the factor loadings

2. Create the factor series using the covariance matrix and factor loadings

The determination of the number of factors is done using two different criteria: the
Kaiser-Guttman and Bai and Ng (2002). In the first criterion, are considered only factors
whose associated eigenvalues are larger than 1. In the Bai and Ng (2002) criterion the
number of factors is chosen to minimize a loss function based on mean square deviations
of the changes of the exchange rate and the estimated factors. The approach employed is
the same that Rossi (2014) uses, which is to use these two tests, which yielded the same
number of factors.

Results show that both criteria indicate that N=4 factors are driving the dynamics
of the exchange rate the sample. Figure 2 summarizes the results from the factor estimation.

Figure 2 – Trajectory of the four estimated factors

Figure (3) shows the percentage of the variance of the exchange rate that is
cumulatively explained by the n=4 factors, for the complete sample. We found that the 4
factors explain approximately 96% of the variability in the data. With the four factors
explaining, respectively, 43,92%, 28,96%, 16,27% and 10,85%.

It’s clear that a significant portion of the co-movement between the exchange rates
are captured by our estimated factors. The challenges, as stated earlier, is to give an
economic interpretation for them.
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Figure 3 – Variance proportion by factor

4.4 Identification of the common factors

After estimation give an economic interpretation to the factors is crucial. The
literature tries to identify the factors trough the inspection of the estimated loadings. Our
results in table 1 indicates that the factor 1 has significant and positive loadings in all of
the currencies used. The factor is by construction a weighted mean of all of the exchange
rates. This fact allows to interpret the factor as reflecting the common movements of the
currencies with respect to the reference currency, the same conclusion that Rossi (2014)
had achieved. Factor 1 is the dollar effect since it’s the reference currency.

Figure 4 – Factor loadings



Chapter 4. Data 19

The dynamics of the first factor corroborates the dollar effect theory. Between 2002
and 2008 the dollar have depreciated compared to most of the currencies in the sample,
figure 1 indicates a very sharp e continuous movement of decrease in the factor in this
period of time. Since 2010 a new regime begins, but in a different direction, now implying
that the dollar had strengthen relative to the other currencies. The next graph brings the
plot of the DXY index, which is a weighted basket of six currencies against the dollar, the
composition is:

1. Euro (EUR), 57.6% weight

2. Japanese yen (JPY) 13.6% weight

3. Pound sterling (GBP), 11.9% weight

4. Canadian dollar (CAD), 9.1% weight

5. Swedish krona (SEK), 4.2% weight

6. Swiss franc (CHF) 3.6% weight

Figure 5 – DXY currency

The DXY basket it is used as the most important us dollar proxy in the financial
markets.It’s very clear how similar the DXY basket pattern is relative to the first factor.
But there’s some not accounted difference that is left to be explained by other variables.

The analysis for the remaining factors starts to impose challenges, since the results
of the factors loadings and from the regression is not straight forward. To better understand
the dynamics and properly identifies the factors, we employ the rigorous lasso methodology
discussed early. We show the results with the rigorous lasso selected coefficients and
post-ols estimation right on side.
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We use the rigorous lasso approach in a pool of 126 variables to identify each of
the factors that we extracted. The next table brings the result of the estimation for the
first extracted factor. The first factor accounts for almost 44% of the cross-section return

Figure 6 – Rigorous Lasso and Post-est OLS for Factor 1

of our panel of currencies. As we stated before, this factor is the dollar effect (by the
factor construction), the lasso approach shows us that the cost of funding and interest
rate differentials of instruments linked to the us dollar has an important role in the global
exchange rate dynamics, since it affects the co-movement of our panel of currencies.

Looking into the results, we can see a significant sensibility to the DXY basket,
which explains more than 50% of the dollar movement around the currencies sample and
have a negative correlation with interest rate on the US and in other developed economies.
Besides the DXY, we found that the interest rate variables play an important role in the
principal factor that we extract.

Besides the DXY, we found that the interest rate variables play an important role
in the principal factor that we extract, an result also found by Engel (2012), which also
uses a factor method and shows that carry trades and interest rates plays a very important
role in the cross-section of the returns of a panel of exchange rates.

The negative signal that we find in the interest rate variables is expected, since it’s
the carry cost of the dollar. For example: the more sensible is the cost of short-term money
in dollars, when the cost of borrowing capital in other advanced economies as Japan for
example (Libor in Yens). Naturally investors will search for higher yield in other liquid
currencies such the US dollar. The same principle holds for to the interest rate spreads (7
year and 10-year tenor) which is an instrument that the investor can use to hedge positions
in dollar (higher yield) when he’s being funded in another currency, simple the investor
can change the interest rate that he is exposed.

With the same direction and less intensity in the relationship, we can see that other
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variables such as the return of carry trades for different currencies which directly affects
the US dollar relative strength, and the volatility (which indicates turbulence in markets)
of the 10 year treasuries which is the most liquidity sovereign fixed income instrument in
the world and reference for fixed income yields all around the globe.

Figure 7 – Rigorous Lasso and Post-Est OLS for Factor 2

Our second factor which captures 29% of the co-movement of our exchange rate
panel, appears to be related to the real interest rate dynamic, these correlation if real
rates is expected since from an investor point of view, the different levels of real interest
rates around the world sets the cost that an investor face to funding positions and trades
in different currencies. Melvin (2013) notes that these differentials are in reality the
opportunity cost that market agents faces when they decide to be long or short in one
determined currency or in a basket of currencies, this relationship are also closely linked
to the results founds by Engel (2009) who also applies a factor model in order to study
the cross section determinants of 17 exchange rates. Also, this dynamic is grounded in a
classical relationship on macroeconomics and international finance, which is the interest
rate differential between countries.

The real yields plays another important role, since the moments of an yield curve
can be seem as beacon who reveal a great deal of information about the expectations of a
certain economy, Chen (2013) construct a yield curve factor based on the methodology of
Nelson-Siegel (1987). The yield curve and their related instruments such as swaps and
referential rates that we use here in our analysis are important since they embedded
information about the investors’ expectations about present and future economic dynamic
such as monetary policy, output level and inflation, a dynamic that is also found in the
work of Andersen (2007). Chen uses the yield curve factor to explain the cross section of
returns from a panel of 10 exchange rates. Our results stated below shows how the yield
movements in developed countries affects the cross section returns of currencies and which
financial instruments appears to better reflect this dynamic into markets.
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Two very important variables selected by our model is the libor rate in yens and
the libor denominated in euros, followed by the spread between the fiver year treasury
and the fed funds, all this measures are directed linked to the opportunity cost to make
trades in different currency’s when the investor is funded in us dollars. The real component
comes in the form of the U.S five-year breakeven rate. The breakeven inflation rate is the
inflation expectation that are embed inside fixed income futures and reflects the investors
expectation for future inflation in the us economy, affecting the investors expectations of
real returns in the future.

Figure 8 – Second factor after 2008 crises

The graph above shows that after the 2008/2009 crisis, highlighted by the shade,
the second factor appears to entry in a new regime, of negative values. This dynamic is
very similar to the one presented by the first component of a principal component analysis
made from the FED Funds, Libor spot rate in USD and the ECB discount rate, all major
referential interest rates that after the crises had been set to zero, yielding negative real
rates, which is captured by this factor.

In the same direction, our model shows a negative signal on the carry trade return
of the ten most liquid exchange rate of developed economies, the G- 10 group (Belgium,
Canada, France, Germany, Italy, Japan, the Netherlands, Sweden, Switzerland, the United
Kingdom, and the United States, with Switzerland), all of them have turn to very loose
monetary policy since the 2008 crisis, setting their policy rates to zero or near zero, an
important new dynamic noted by Williams (2014). So, our results indicate that when
the rates are low the carry return is negative, affecting the return of investing on theses
currency’s when funded in dollars.

The second factor, also has significant negative interaction with the DXY currency,
which is the dollar, this corresponds to reality since the crisis the US as the first country to
start to normalize monetary policy. By now the fed funds is around 2,25% and the deposit
rate in Europe and Japan stills near or even below zero. This signal in the DXY corroborates
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the idea of the second factor being like a real yield indicator for currency exchange markets.
Williams (2014) and Engel (2013) found similar dynamics that corroborated our findings
in way that higher real interest rates tend to strength a currency and Engel (2013) shows
that this dynamic is also present in the cross section of the returns of a panel made from
17 exchange rates.

Figure 9 – Rigorous Lasso and Post-Est OLS for Factor 3

Figure 10 – Rigorous Lasso and Post-Est OLS for Factor 3

The third factor, which accounts for 16% of the exchange rate movements, shows
us what appear to be the carry trade or the opportunity cost to be founded on us dollars,
an result in line with the fact stated by Engel (2013) of the higher interest rate level of a
country tends to strength their currency, and by consequence enhance the carry return of
that currency. Since all the currencies are in bilateral form with the us dollar, and the
latter is the world principal reserve currency, it is reasonable to point that the carry return
of the us dollar have an effect on all the currencies of our sample.

Our model indicates that more than 93% of the third factor is explained by
referential rates such as libor, swap rates and interest rate spreads. Note that we have
identified the same instrument with different signals, indicating, again, that the currency
in which the instrument is funded makes difference, because the opportunity cost (the
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country interest rate) differs around the globe. All this instruments are commonly used by
traders and financial agents to make carry trades using the us dollar.

The graph above shows a improvement in the factor after 2012, exactly the same
period when the libor rate in euros and the ICE spreads start to diminish since the EUR
and US engaged in more loose monetary policy. Since the ICE Spreads in dollars are the
instrument that offshore investors use to hedge positions in dollars when funded in euros
as an example.

Figure 11 – Rigorous Lasso and Post-Est OLS for Factor 4

Figure 12 – Rigorous Lasso and Post-Est OLS for Factor 4

The last factor that we estimate, accounts for 10% of the co-movements, this factor
is linked to risk movement in the currencies market. Since the two more important variables
is the ICE Spreads contract denominated in us dollars with long duration, since it’s a since
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7 contract and the 1 year forward libor rate in swiss francs, another risk averse position
that investors make when markets are in a sell off, facing a turbulence. This risk aversion
movement are in line with the findings made by Melvin (2013) which stated that investors
are sensitive to turbulence in currency markets and that volatility periods can make them
unwind positions and by consequence affecting the return of different exchange rates.

Our model captured some turbulence triggered variables, such as spreads in triple
A bonds relative to 10 year treasury bond, the volatility of options linked to the us dollar,
gold volatility index, and the VIX volatility index the most important volatility contract
in the world and the spread between the 3month with the 10 year treasury note another
famous risk indicator that investor uses as gauge of the financial conditions.
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5 Conclusions

The exchange rate dynamics is a puzzle for researchers and market practitioners, as
we stated earlier there’s an extensive body of literature about the price action, fundamentals
and forecast of exchange rates. None of them have a “final” theory or a complete model
that works in a generic way for all the currencies.

In this work we combined the factor analysis which has been extensively used, with
relative success, to explain exchange rate movements, but without giving them economic
interpretation, together with supervised machine learning in order to select models from a
pool of hundreds of variables to explain the factors.

Our results give the factors, a unobservable variable a link with observed variables.
Most of the results are correlated with macroeconomic stylized facts such as interest
rate differential and arbitrage, showing that even the unobservable events have a strong
correlation with theory and financial markets common knowledge. Since the variables that
we use here are in a daily frequency this framework can be real time updated to give a
straightforward analysis of the global currency markets.

The great limitation of this work and a future challenge for new research is to
continue to address the forecast problem. As shown in the literature review section, this is
one of the biggest puzzles in the macroeconomic research and new techniques at least for
economic research, such as lasso and even unsupervised machine learning can be employed
in this task.

———————————————————-
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A Categories of variables

Figure 13 – Categories of variables

Figure 14 – Categories of variables
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Figure 15 – Categories of variables

Figure 16 – Categories of variables
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Figure 17 – Categories of variables

Figure 18 – Categories of variables

Figure 19 – Categories of variables

Figure 20 – Categories of variables

Figure 21 – Categories of variables

Figure 22 – Categories of variables
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Figure 23 – Categories of variables

Figure 24 – Categories of variables

Figure 25 – Categories of variables
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Figure 26 – Categories of variables

Figure 27 – Categories of variables

Figure 28 – Categories of variable
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