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Abstract

An abstract linking theorem for Cerami sequences is developed with the purpose of

handling indefinite problems by variational approach, especially nonlinear Schrödinger equations

with sign-changing potentials and asymptotically linear nonlinearities and Hamiltonian Systems.

In order to find a nontrivial solution to the problem under discussion, an indefinite functional is

associated to this problem and a nontrivial critical point to such a functional is obtained applying

the abstract result. This critical point is going to be a weak solution to the problem, as desired.

Spectral theory is the main tool used in this work. Exploiting spectral properties of the

elliptic operator associated to the problem in question, it enables to establish a linking structure

on the Hilbert space where the mentioned critical points are sought.

Key words: Spectral Theory, Linking Geometry, Cerami Sequences, Asymptotically Lin-

ear, Indefinite Operator, Nonlinear Schrödinger Equation, Hamiltonian Systems, Non-cooperative

Elliptic Systems.
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Resumo

Um teorema abstrato de linking para sequências de Cerami é desenvolvido com o propósito

de lidar com problemas indefinidos por meio da abordagem variacional, em particular equações

de Schrödinger com potencial que muda de sinal e não linearidades assintoticamente lineares e

sistemas Hamiltonianos. Com o objetivo de encontrar uma solução não trivial para o problema

sob discussão, um funcional indefinido é associado a este problema e um ponto crítico não trivial

para tal funcional é obtido aplicando o resultado abstrato. Este ponto crítico será uma solução

fraca para o problema, como desejado.

A teoria espectral é principal ferramenta usada nesse trabalho. Explorando propriedades

espectrais do operador elíptico associado ao problema em questão, é possível estabelecer uma

estrutura de linking no espaço de Hilbert onde os pontos críticos mencionados são procurados.

Palavras-chave: Teoria Espectral, Geometria de Linking, Sequências de Cerami, Assin-

toticamente Linear, Operadores Indefinidos, Equação de Schrödinger, Sistemas Hamiltonianos,

Sistemas Elípticos Não-cooperativos.
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Notation

BR closed ball of radius R centered in zero;

BR(x) open ball of radius R centered in x;

BR[x] closed ball of radius R centered in x;

un → u strong convergence (in norm);

un ⇀ u weak convergence;

un → u, a. e. in Ω convergence almost everywhere in Ω;

∇u =

(
∂u

∂x1
, ...,

∂u

∂xN

)
gradient of u;

∂u

∂η
= η · ∇u exterior normal derivative;

∆u =

N∑
i=1

∂2u

∂x2
i

Laplacian of u;

ω ⊂⊂ Ω ω̄ is compact and it is a subset of Ω;

|Ω| measure of Ω;

Ω closure of Ω;

∂Ω boundary of Ω;

diam(Ω) diameter of Ω;
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p′ =
p

p− 1
conjugate exponent of p;

f = o(g), when x→ x0 lim
x→x0

|f(x)|
g(x)

= 0;

supp f support of f ;

C(X,Y ) continuous functions from X to Y ;

C1(X,Y ) continuously differentiable
functions from X to Y ;

X ′ dual space of X;

Lp(Ω) Lebesgue functions p-integrable;

Lploc(Ω) Lploc(Ω) = {u ∈ Lp(Ω′), ∀ Ω′ ⊂⊂ Ω};

Lph(x)(Ω) Lph(x)(Ω) = {u : Ω→ R : h(x)|u|p ∈ L1(Ω)};

W k,p(Ω) W k,p(Ω) = {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω), ∀ |α| ≤ k};

H1(Ω) Sobolev space W 1,2(Ω);

H−1(Ω) dual space of H1(Ω);

H2(Ω) Sobolev space W 2,2(Ω);

H2
loc(Ω) W 2,2

loc (Ω) = {u ∈W 2,2(Ω′), ∀ Ω′ ⊂⊂ Ω};

‖u‖H1(Ω) =
(
‖∇u‖2L2(Ω) + ‖u‖2L2(Ω)

)1/2
usual norm of H1(RN );

‖u‖Lp(Ω) =

(∫
Ω
|u|p dx

)1/p

, 1 ≤ p < +∞ usual norm of Lp(Ω);

||u||Lp
h(x)

(Ω) =

(∫
Ω
h(x)|u|p dx

)1/p

, 1 ≤ p < +∞ usual norm of Lph(x)(Ω), 1 ≤ p < +∞;

‖u‖∞ = sup
x∈RN

ess |u(x)| usual norm of L∞(RN );

| · | RN norm.
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Introduction

In this work the groundbreaking paper [7] by V. Benci and P.H. Rabinowitz is revis-
ited. The aim is to prove an abstract linking theorem for Cerami sequences [11], which will
complement related works found in the literature and make possible to extend for many appli-
cations. Our interest in applications are twofold, on one hand, extending results for existence
of solutions to nonlinear Schrödinger Equations, Elliptic Systems or even Hamiltonian Systems,
with very general potentials which make the problems indefinite. On the other hand working
with nonlinear terms which do not satisfy any monotonicity condition such as those required to
perform projections on the so called Nehari Manifold as in [40, 54], for instance. In this purpose
spectral properties of self-adjoint operators are going to be exploited, in order to get the geom-
etry of a linking structure and then apply an abstract result to obtain a critical point to the
functional associated to the nonlinear equation, namely a solution to the problem. Furthermore,
a compactness structure given by Cerami sequences, (C)c sequence for short, is faced here, since
asymptotically linear problems at infinity are studied. Thus, inspired by the theory developed in
[7], in this work a more general version of their main result, Theorem 1.29, is provided for (C)c

sequences. To do so, a Deformation Lemma adapted for Cerami sequences is proved and then
the abstract results obtained by V. Benci and P. Rabinowitz are extended.

Our main result, developed throughout Chapter 1, is the following:

Linking Theorem for Cerami Sequences: Let E be a real Hilbert space, with inner product(
·, ·
)
, E1 a closed subspace of E and E2 = E⊥1 . Let I ∈ C1(E,R) satisfying:

(I1) I(u) =
1

2

(
Lu, u

)
+ B(u), for all u ∈ E, where u = u1 + u2 ∈ E1 ⊕ E2, Lu = L1u1 + L2u2

and Li : Ei → Ei, i = 1, 2 is a bounded linear self adjoint mapping.
(I2) B is weakly continuous and uniformly differentiable on bounded subsets of E.
(I3) There exist Hilbert manifolds S,Q ⊂ E, such that Q is bounded and has boundary ∂Q,
constants α > ω and v ∈ E2 such that
(i) S ⊂ v + E1 and I ≥ α on S; (ii) I ≤ ω on ∂Q; (iii) S and ∂Q link.
(I4) If for a sequence (un), I(un) is bounded and (1 + ||un||) ||I ′(un)|| → 0, as n→ +∞, then

1



Introduction 2

(un) is bounded.

Then I possesses a critical value c ≥ α.

It is important to highlight (I2) implies that B′(u) maps weakly convergent to strongly
convergent sequences, which gives a kind of partial compactness for I. Moreover, (I4) is a
weakened version of Cerami condition, so denoted (C)c condition, once the boundedness of any
(C)c sequence will be enough to look for a nontrivial critical point, without wondering whether
it has a convergent subsequence. Together, hypotheses (I2) and (I4) ensure the existence of a
critical value c which can be characterized as a minimax level. Furthermore, hypotheses (I1)

and (I3) produce a quite general linking geometry for functional I, so that both subspaces in
the Hilbert’s decomposition are allowed to be infinite dimensional. The conjunction of these
hypotheses reproduces the sufficient structure to obtain a nontrivial critical point for I in the
desired applications scenario.

The pioneering work in this direction is [3] by P. Bartolo, V. Benci and D. Fortunato,
where a Deformation Lemma for Cerami sequences was developed assuming (C)c condition, as a
qualitative deformation lemma, with the purpose of extending previous critical point results to
non super-quadratic problems. Thereafter, D. Costa and C. Magalhães in [15] proved abstract
linking results for strongly indefinite non-quadratic problems on bounded domains, making use
of the Deformation Lemma introduced in [3] and proving that under their assumptions the
associated functional satisfied (C)c condition. Alternatively, as aforementioned, the same lines
as [7] are followed, hence a deformation lemma without (C)c condition is proved, and furthermore,
our version of linking theorem only requires the boundedness of Cerami sequences.

In the literature one also finds a paper by G. Li and C. Wang [34], which presented a
similar argument, introducing a new kind of deformation lemma, without (C)c condition, but
subsequently used in a linking theorem under (C)c condition. Moreover, in the abstract result
they required that one of the subspaces in the linking decomposition being finite dimension,
while in our result both subspaces in the decomposition may be of infinite dimension. Their
construction was inspired by ideas of M. Willem [57], for the quantitative deformation lemma.
Although a kind of deformation lemma is developed, it is deeply different from theirs, since
nonstandard ideas in [7] are closely followed. In fact, the mapping η in deformation is in general
determined by solving an appropriate initial value problem involving I ′(η). However, this is not
suitable for our purposes, because is necessary to construct an η satisfying special properties,
which will be fundamental in attaining the critical minimax level.

It is also important to mention the theory developed by W. Kryszewski and A. Szulkin
in [31], where they solved a more general class of superlinear problems, with assumptions of
periodicity. Developing a new degree theory and a weaker topology, they generalized abstract
linking theorems introduced in [7] also working with Palais-Smale sequences. Following the
same idea, in [32] G. Li and A. Szulkin extended the results in [31] obtaining a (C)c sequence

2



Introduction 3

for the asymptotically linear case. Nevertheless, so as to get a non-trivial solution, without
(C)c condition, these authors required extra assumptions, including a monotonicity condition
on the nonlinearity in an auxiliary problem solved in [55], which had been treated by adapting
techniques in [31] and [27].

Posteriorly, T. Bartsch and Y. Ding [5] complemented the results in [31] considering both,
Palais-Smale and Cerami sequences, in order to apply their abstract results to a Dirac equation
where the nonlinearity could be asymptotically linear or superlinear at infinity. Similarly, in [21],
Y. Ding and B. Ruf worked with an asymptotically linear problem with a Dirac operator, but
without periodicity conditions. Their operator satisfies that the essential spectrum is R \ (−a, a)

and that the discrete spectrum intersects the interval (0, q0), for some positive q0. Then they
could make use of discrete and positive eigenvalues in the linking structure and apply a particular
case of the result in [5], so as to obtain a Cerami sequence. Under their assumptions they were
able to prove that their functional satisfied (C)c condition, which yielded their results.

It’s worth to highlight that [21] adapted assumptions and arguments introduced in an-
other very inspiring paper [20], where L. Jeanjean and Y. Ding worked with Hamiltonian Systems,
looking for homoclinic orbits, without any periodicity condition. These authors also applied the
abstract critical point theory developed in [5], and in order to recover the desired compactness
they imposed hypotheses controlling the size of the nonlinearity with respect to the behavior
of the potential at infinity. Thus, their assumptions yielded the linking geometry, and provided
(C)c condition. In contrast to the argument presented by these authors, our approach does
not require the guarantee of (C)c condition, the necessary compactness to solve the problem is
embedded inside the four conditions assumed in the abstract result.

Still referring to abstract results involving linking structure, it is as well known that
M. Schechter and W. Zou have developed many relevant papers in this spirit, see especially
[45, 46, 47, 48] among other works by these authors. In our understanding, their results are away
from ours in the sense that, roughly speaking, they usually work with weaker linking geometries
in order to get either a Palais-Smale or a Cerami bounded sequence. Then they apply widely
alternative arguments to find a solution to the proposed application. On the other side, our
idea is to obtain a result which could ensure the existence of a nontrivial critical point directly,
without stressing either on geometry or on compactness of the associated functional, separately.
Notwithstanding, it’s worth pointing out clever abstract results obtained in [47, 48] (cf. Theorem
2.1 in both), where the authors also made use of “Monotonicity Trick" developed by L. Jeanjean
in [27], for the purpose of getting critical points for a family of functionals, converging to a
critical point the functional associated to the initial problem. These results have been applied to
solve asymptotically linear problems with spectral properties similar to those presented in this
paper, see [13], for instance.

In Chapter 2 are presented some initial applications for the abstract result. The first
one has the aim of complementing the applications to Hamiltonian systems in [7], which to our
knowledge, has not been tackled yet. More specifically, a periodic solution to an asymptotically

3



Introduction 4

quadratic Hamiltonian System is sought, whereas in [7] the authors present applications getting
periodic solutions to a super-quadratic and a sub-quadratic Hamiltonian Systems. The following
first order Hamiltonian System (HS) is considered:

ż = IHz(t, z), z = (p, q) ∈ R2N , (HS)

where I =

(
0 −I
I 0

)
and H ∈ C1(R× R2N ,R) has the form

H(t, z) =
1

2
V (t)z · z +R(t, z).

Assuming that V (t) satisfies

(V0) V (t) is continuous, 2π-periodic, symmetric 2N × 2N -matrix valued function.

Moreover, on R(t, z) assuming the hypotheses

(R1) R(t, z) ≥ 0, for all z ∈ R2N , t ∈ R and Rz(t, z) = o(|z|), uniformly in t as z → 0;

(R2) Rz(t, z) = M(t)z+ rz(t, z), with M a continuous, 2π-periodic, symmetric 2N ×2N -matrix
valued function and rz(t, z) = o(|z|), uniformly in t as |z| → ∞;

(R3) Setting A as the operator of L2(S1,R2N ) given by A := −(I
d

dt
+ V (t)),

a0 := inf
t∈R,z∈R2N

|z|=1

[M(t)z · z] > λ+ = inf[σ(A) ∩ (0,∞)];

(R4) Defining O as the operator of L2(S1,R2N ) given by O := A −M , where M denotes the
operator multiplication by M(t), 0 /∈ σp(O).

Other notable applications on first order Hamiltonian Systems in the same direction are
the papers [49] and [15] where periodic solutions under (C)c condition are found. In [49] E. Silva
considers a sub-quadratic HamiltonianH at infinity and, establishing a new version of an abstract
saddle point theorem, he obtains a periodic solution complementing the application in [7]. On
the other hand, D. Costa and C. Magalhães in [15] work with a non-quadratic Hamiltonian at
infinity and assume either asymptotic non-crossing or crossing conditions. In comparison to
their results, our assumptions generalize for the potential V , which is non-constant, although
our hypotheses on R are just slightly different from theirs on the non-quadraticity conditions.

The subsequently applications of Chapter 2 are on Schrödinger Equations. The first
of them is for a problem corresponding to the Hamiltonian System treated previously, namely,

4



Introduction 5

problem (P ) below is considered

−∆u+ V (x)u = g(x, u) in RN , N ≥ 3, (P )

in the case where analogous hypotheses to those under operator A and nonlinearity R in problem
(HS) are assumed. Hence, following the same lines as in problem (HS) this problem is solved.
In the subsequent section, problem (P ) is considered where g(x, s) = h(x)f(s), and h satisfies

(h1) h ∈ C(RN , (0,+∞)) and lim
|x|→+∞

h(x) = 0;

(h2) h ∈ Lq(RN ), q = 2∗

2∗−p , for some p ∈ (2, 2∗).

Furthermore, f is asymptotically linear satisfying

(f1) f ∈ C(R,R) and lim
s→0

f(s)

s
= 0;

(f2) There exists a > 0 such that lim
s→+∞

F (s)

s2
=
a

2
, where F (s) :=

∫ s

0
f(t)dt, and F (s) ≥ 0.

(f3) Setting Q(s) := 1
2f(s)s− F (s) > 0 for all s ∈ R \ {0}, lim

s→+∞
Q(s) = +∞.

Moreover, for the second application, is assumed that V satisfies:

(V1) V ∈ C(RN ,R) and lim
|x|→∞

V (x) = V∞ > 0;

(V2) Setting A := −∆ + V (x), as an operator of L2(RN ), and denoting by σ(A) the spectrum
of A,

sup [σ(A) ∩ (−∞, 0)] = σ− < 0 < σ+ = inf [σ(A) ∩ (0,+∞)] .

For examples satisfying such hypotheses see pages 44 and 45 in this work.
This application was inspired by L. Maia, J. Oliveira Junior and R. Ruviaro [36], where

they solved problem (P ) with potential V satisfying (V1) − (V2). In addition, they required
that 0 /∈ σ(A) and assumed some more hypotheses of decay and compactness on V . About the
nonlinearity they set h ≡ 1, f ∈ C3(RN ,R), with some growth hypotheses on its derivatives, and
assumed f(s)/s being increasing as well. Since this kind of potential ensures that the subspace
where A is negative definite is finite dimensional, they could apply the aforementioned version of
Linking Theorem introduced by G. Li and C. Wang in [34] to get (C)c sequence. They used the
associated problem at infinity and a Splitting Lemma to compare the levels of both problems and
get the necessary compactness. Trying to improve their result, our abstract linking theorem for
(C)c sequences is applied and a nontrivial critical point is obtained straightway, avoiding such
monotonicity assumptions on f .

Staring at our hypotheses, it is also possible to say that our second application comple-
ments the work by L. Jeanjean and K. Tanaka in [28]. In fact, they assumed V (x) ≥ α > 0, and

5



Introduction 6

so they worked with Ekeland’s principle to get a (C)c sequence and due to the geometry of their
functional, they applied the Mountain Pass Theorem to get a critical point. They also worked
with an asymptotically linear problem where f(s)/s is not necessarily increasing. In addition,
they assumed h ≡ 1 and f(s)/s → a > inf σ(A) > 0 as |s| → +∞. Differently, in our case V
changes sign and inf σ(A) < 0, which implies a linking geometry and prevents us to use the same
argument. However, considering the positive spectrum a similar hypothesis is assumed:

a > inf
u1∈E1,u6=0

∫
RN

(
|∇u1(x)|2 + V (x)u2

1(x)
)
dx∫

RN
h(x)u2

1(x) dx

≥ 1

h∞
inf[σ(A) ∩ (0,+∞)] =

σ+

h∞
> 0,

where ||h||L∞(RN ) := h∞ and E1 is the subspace of H1(RN ) on which operator A is positive
definite. This hypothesis allows to develop a linking structure.

On the other hand, the work [17] by D. Costa and H. Tehrani can be cited, since the
same V as theirs is presented here. More specifically, they required (V1), and our hypothesis
(V2) implies that either 0 is an isolated point of σ(A), or it is in a gap of the spectrum, which
is also required by them. However, they did not work with an asymptotically linear problem,
but they assumed Ambrosetti-Rabinowitz well known condition, and required a nondecreasing
nonlinearity. In their assumptions, h = a is a sign-changing function in C1(RN ,R) and such that

lim
|x|→+∞

a(x) = a∞ < 0, differently from lim
|x|→+∞

h(x) = 0, in our case. Moreover, instead of using

an abstract linking theorem, they applied a method of approximations to solve their problem.
It is also worth to mention the paper [22] by A. Edelson and C. Stuart, since assumptions

close to theirs are considered here, however they asked f(s)/s strictly increasing, which is removed
here. Moreover, they applied the method of sub and super-solution and bifurcation to get a
solution to their problem.

Finally, for the last application in Chapter 2 all assumptions on h and f are kept, as
well as (V2), but assumption (V1) is replaced by the following:

(V ′1) V ∈ C(RN ,R) is (2π)-periodic in xi, i = 1, ..., N .

This application is motivated by the fact that in virtue of (V1), the subspace in which
operator A is negative definite, is finite dimensional. Since this is irrelevant for applying our
abstract result, to solve a problem where both subspaces, in which operator A is positive and
negative definite, are infinite dimensional became our goal. In fact, (V ′1) combined with (V2)

ensure the desired. Although all other hypotheses are kept, this replacement changes completely
the spectral properties of A, which are fundamental to determine the linking geometry. It would
be interesting to note that, the requirement of V being a periodic function is done in order to
explore spectral properties, hence a periodic nonlinearity is not required, since unlike most of the
works in the literature (cf. [5, 31] for instance), the periodicity is not used to translate a (C)c
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sequence and ensure the existence of a critical point.
Chapter 3 handles the following radial nonlinear Schrödinger equation with a sign-

changing potential and an asymptotically linear nonlinearity

−∆u+ V (|x|)u = g(|x|, u) in RN , N ≥ 3. (Pr)

Our goal is to tackle the problem dropping off the monotonicity hypothesis on the nonlinear
term, namely g(x, s)/s nondecreasing on s > 0 and loosen the regularity hypotheses on g and V .
In view of this, approaches as constrained minimization either on so the called Nehari or on the
Generalized Nehari or Pohozaev Manifolds, applied in [2, 6, 22, 36, 53, 54] and references therein
are discarded here. Instead, spectral properties of the Schrödinger operator A := −∆ + V (|x|)
are exploited with the purpose of getting the linking geometry for the indefinite functional asso-
ciated to the elliptic equation in (Pr). Since problem (Pr) is radially symmetric, to deal with the
Spectral Theory of A restrictive hypotheses on V are not necessary. In fact, it suffices to request
informations under an associated operator Ā on the half-line, which is more manageable. Hence
is assumed that the potential V satisfies:

(V1)r V ∈ L∞(RN ) is a radial sign-changing function, V (x) = V (|x|) = V (r), r ≥ 0;

(V2)r Setting V̄ (r) = V (r) +
(N − 1)(N − 3)

4r2
and Ā := − d2

dr2
+ V̄ (r), an operator of L2(0,+∞),

0 /∈ σess(Ā) and

sup
[
σ(Ā) ∩ (−∞, 0)

]
= σ− < 0 < σ+ = inf

[
σ(Ā) ∩ (0,+∞)

]
.

Moreover, the nonlinearity g is taken under the hypotheses:

(g1) g(x, s) ∈ C(RN × R,R) is a radial function such that lim
|s|→0

g(x, s)

s
= 0, uniformly in x and

for all t ∈ R, G(x, t) =

∫ t

0
g(x, s)ds ≥ 0;

(g2) lim
|s|→+∞

g(x, s)

s
= h(x), uniformly in x, where h ∈ L∞(RN );

(g3) a0 = inf
x∈RN

h(x) > σ+ = inf [σ(A) ∩ (0,+∞)] ;

(g4) Setting O := A −H , where H is the operator multiplication by h(x) in L2(RN ) and
denoting by σp(O) the point spectrum of O, 0 /∈ σp(O);

(g5) Defining Q(x, s) :=
1

2
g(x, s)s−G(x, s) ≥ 0 for all (x, s) ∈ RN×R and σ0 := min{σ+,−σ−},

there exists δ0 > 0 such that
g(x, s)

s
≥ σ0 − δ0 =⇒ Q(x, s) ≥ δ0.

For examples satisfying theses assumptions see pages 66 and 67 in this text.
The inspiration for this work came from the papers [2, 53]. In the former, A. Azzollini and

A. Pomponio treated an autonomous radial nonlinear Schrödinger equation with a nonlinearity
under Berestycki and Lions hypotheses (cf. [8]). Besides their potential V ∈ C1(RN ,R) satisfied

7
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some restrictions on its derivatives and lim|x|→+∞ V (x) ≤ 0, which ensured that 0 ∈ σess(A)

in their case. Hence, their work is complemented, considering cases such that 0 /∈ σess(A).
Furthermore, here is only require V ∈ L∞(RN ) such that the spectrum of A has a gap in 0,
which is at most an isolated point of σ(A).

C. A. Stuart and H. S. Zhou in [53] worked with a class of radial nonlinear Schrödinger
equations depending on λ, which is a constant potential and an asymptotically linear nonlinearity,
but including the monotonicity hypothesis, as mentioned previously. They solved their class of
problems by applying a variant of the Mountain Pass Theorem in [3]. The most interesting
feature in their paper was to make use of the relation between the associated problem on the
half-line and the original problem in RN . Following their ideas, spectral informations from the
associated operator Ā on the half-line are extracted to guarantee that problem (3.1) satisfies the
necessary conditions for the linking geometry.

Another notable work, which is worth mentioning is [56] by T. Watanabe. Although
the author considers an autonomous radial nonlinear Schrödinger equation in R2, with positive
potential and a nonlinearity with monotonicity assumption, our hypotheses are similar to theirs
on the nonlinear term. Furthermore, as in [53] T. Watanabe first worked with the associated
problem on the half-line, which also encouraged us to make the same.

Since the Hilbert space considered is H1
rad(RN ), the novelty lies in using this idea of

investigating the spectral properties of the associated operator Ā on the half-line, and by doing
this, avoiding a deeper study of the spectral theory of the operator A in H1(RN ). Thereby, it is
possible to deal with much more general potentials, for instance those which do not have a limit
at infinity.

Chapter 4 is devoted to solve non-cooperative elliptic systems under hypotheses on the
potentials introduced by B. Sirakov in [50]. For N ≥ 2 consider the elliptic system (ES) given
by {

−∆u+ V1(x)u = Fu(x, u, v) in RN

−∆v + V2(x)v = −Fv(x, u, v) in RN ,
(ES)

where, for i = 1, 2, the potentials Vi ∈ L∞loc(RN ), satisfy

(V1)i There exist constants ai ≥ 0 such that Vi(x) ≥ −ai for all x ∈ RN ;

(V2)i Defining for all Ω ⊂ RN open,

νi(Ω) := inf

{∫
Ω

(
|∇u(x)|2 + Vi(x)u2(x)

)
dx : u ∈ H1

0 (Ω), ||u||L2(Ω) = 1

}
,

assume that lim
r→+∞

νi(RN \Br) = +∞, where Br = {x ∈ RN : |x| ≤ r};

8
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(V3)i Setting the first eigenvalue of operator Ai := −∆ + Vi(x) in L2(RN ) by

λi1 := inf

{∫
RN

(
|∇u(x)|2 + Vi(x)u2(x)

)
dx : u ∈ H1(RN ), ||u||L2(RN ) = 1

}
,

assume that λi1 > 0;

(V ) There exists h(x) ∈ L∞loc(RN ) and constants α0 > 1, c0 > 0, r0 > 0 such that

h(x) ≤ c0

[
1 +

(
max
i=1,2
{0, Vi(x)}

) 1
α0

]
, if |x| ≥ r0.

Moreover, setting a0 := inf
x∈RN

h(x), assume that a0 > λ1
1 > 0;

Once again inspired by [50], suitable hypotheses involving function h(x) are required
on F for the both asymptotically and super quadratic cases. In fact, on the asymptotically
quadratic case the following are required.

(F1) F (x, s, t) ∈ C1(RN × R2,R+),

F (x, s, t)

h(x)
= o(|(s, t)|2) as |(s, t)| → 0, and

F (x, s, t)

|(s, t)|2
= h(x) + o(1) as |(s, t)| → +∞,

uniformly in x ∈ RN .

(F2) Setting Q(x, s, t) := Fs(x, s, t)s+ Ft(x, s, t)t− 2F (x, s, t), one has

lim
|(s,t)|→+∞

Q(x, s, t) = +∞, uniformly in x ∈ RN .

On the other hand, the following assumptions are required for the super quadratic case.

(F ′1) F (x, s, t) ∈ C1(RN × R2,R+),∣∣(Fs(x, s, t), Ft(x, s, t))∣∣
h(x)

= o(|(s, t)|) as |(s, t)| → 0, uniformly in x,

and for some 2 < p < +∞ if N = 2 or 2 < p < 2# :=
4

α0(N − 2)
if N > 2,

∣∣(Fs(x, s, t), Ft(x, s, t))∣∣ ≤ c0h(x)
(
1 + |(s, t)|p−1

)
, for all (x, s, t) ∈ RN × R2;

(F ′2) lim
|(s,t)|→+∞

F (x, s, t)

|(s, t)|2
= +∞, uniformly in x.

9
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In addition, defining Q(x, u, v) = Fu(x, u, v)u+Fv(x, u, v)v−2F (x, u, v) for all (x, u, v) ∈
RN × R2, in order to ensure the boundedness of Cerami sequences, the following condition is
required.

(F ′3) There exist constants c1 > 0, θ > min

{
1,
N

2
(p− 2)

}
such that for all (x, u, v) ∈ RN × R2,

Q(x, u, v) ≥ c1h(x)|(u, v)|θ;

or
(F ′′3 ) There exists a constant D ≥ 1 such that

Q(x,w, z) ≤ DQ(x, u, v),

for all (u, v), (w, z) ∈ R2 with |(w, z)| ≤ |(u, v)|.
Examples that fit into these hypotheses are found in pages 80, 82 and 92 of this work.

A relevant motivation to study problem (ES) stems from the system
i
∂Φ1

∂t
= ∆Φ1 − V1(x)Φ1 − µ1|Φ1|2Φ1 − β12|Φ2|2Φ1

i
∂Φ2

∂t
= ∆Φ2 − V2(x)Φ2 − µ2|Φ2|2Φ2 − β21|Φ1|2Φ2,

which has been used to model Bose-Einstein condensates in two different hyperfine spin states
with the corresponding condensate wave functions Φj , j = 1, 2. In this case, Vj is the magnetic
trapping potential for the respective hyperfine spin state, the constants µj and βjk are the intra-
species and interspecies scattering lengths, which represent the interactions between particles. If
β12 > 0 it means there is repulsive interaction between particles 1 and 2, on the other hand, if
β12 < 0, there exists attractive interaction between them. In purpose of finding its solitary wave
solutions of the form Φj = e−iλjtuj(x), λj > 0, for j = 1, 2, the system above is transformed into
the elliptic system {

−∆u1 +
(
V1(x) + λ1

)
u1 + µ1u

3
1 + β12u

2
2u1 = 0

−∆u2 +
(
V2(x) + λ2

)
u2 + µ2u

3
2 + β21u

2
1u2 = 0,

Assuming β12β21 < 0 this elliptic system is non-cooperative and therefore it is a practical example
of our problem. For details of physical applications see [12, 34] and references therein.

Originally, the motivation to study (ES) came from [14, 16]. Indeed, in [14] D. G. Costa
treated the cooperative elliptic system{

−∆u+ a(x)u = Fu(x, u, v) in RN

−∆v + b(x)v = Fv(x, u, v) in RN ,

10
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under the hypotheses that a(x), b(x) → +∞ as n → +∞ and the nonlinear term F is non-
quadratic at infinity. Moreover, he mentioned that his results could be generalized to non-
cooperative elliptic systems applying techniques found in [16]. Following this spirit and trying
to generalize the results in [14] for non-cooperative elliptic systems, the remarkable paper [50],
where B. Sirakov considered a scalar problem under general hypotheses on the potentials is
recalled.

To the best of our knowledge, non-cooperative elliptic systems under assumptions similar
to those introduced by B. Sirakov have not been treated yet. In fact, most of the well known
papers in non-cooperative elliptic systems deals with constant potentials or even considers only
bounded domains, as for instance, [4, 16, 19, 41] and references therein. Although there exists
in the literature some relevant works on non-cooperative elliptic systems with non-constant
potentials and treated on the whole space, normally their authors consider V = Vi, i = 1, 2,
and assume hypotheses away from those required by us, check for example [24, 58].

In our point of view, the most interesting feature of hypotheses on Vi is that the ellip-
tic operator associated to problem (ES) has pure point spectrum. Although such a spectrum
has negative and positive parts composed by unbounded sequences, which makes the problem
strongly indefinite, its discreteness brings the necessary compactness for the problem. Further-
more, the narrow relation between potentials Vi and nonlinearity F , enables us to get the desired
geometry for the problem. In view of these facts, it is feasible to find a non trivial solution to
(ES).

All hypotheses and observations made up to now, will be assumed throughout Chapter 4,
however, asymptotically and super quadratic cases are going to be treated separately in Section
4.1 and 4.2, respectively. In the super quadratic case, it is worth to focus in the boundedness
of Cerami sequences, since the well known Ambrosetti-Rabinowitz condition [1] would not be
sufficient as happens in the scalar problem. So, to circumvent this difficulty the resourceful
hypothesis (f5) introduced by L. Jeanjean and K. Tanaka in [29] is assumed. Finally, it is
important to point out that this scheme can be also applied to systems with more than two
equations.

Finally, at the end of this work, a brief chapter stating auxiliary results is presented in
order to make the reading easier.
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Chapter

1
An Abstract Linking Theorem for

Cerami Sequences

This chapter aims to develop an abstract critical point theorem for Cerami sequences by
means of linking arguments, which will be applied in the next chapters to obtain solutions for
indefinite problems involving nonlinear Schrödinger equations and Hamiltonian systems.

1.1 Notion of Linking and Some Definitions

In this section the work developed by Benci and Rabinowitz [7] is revisited, in order to
present the notion of linking, and prove a new version of Abstract Linking Theorem based on
their techniques, however working with Cerami sequences. Throughout this section E always
denotes a Hilbert space, E = E1 ⊕ E2 and if u ∈ E, write u = u1 + u2 with ui ∈ Ei, i = 1, 2,
then set Piu := ui, where Pi : E → Ei is the projector on Ei, i = 1, 2. Furthermore, mappings
h : [0, 1]×E → E will be denoted by ht(u), and the closed ball of E centered in zero with radius
r, will be denoted by Br. Furthermore, let Bτ = (Bτ ∩ E1)⊕ (Bτ ∩ E2).

Definition 1.1. (Cf. [7]) Let Σ denote the class of mappings Φ ∈ C([0, 1]×E,E), for which
P2Φt(u) = u2 −Wt(u), with Wt compact for t ∈ [0, 1] and Φ0(u) = u. Let S and Q be Hilbert
manifolds, Q having a boundary ∂Q, S and ∂Q “link” if whenever Φ ∈ Σ and Φt(∂Q) ∩ S = ∅,
for all t ∈ [0, 1], then Φt(Q) ∩ S 6= ∅, for all t ∈ [0, 1].

Remark 1.1. A geometric understanding of this definition is that S and ∂Q link if every Hilbert
manifold modeled on Q and sharing the same boundary intersects S (cf. [7]).

An useful example of linking sets, is provided in [7] and stated below.

12



1.1 Notion of Linking and Some Definitions 13

Lemma 1.1. (Cf. [7] Lemma 1.3) Let e ∈ ∂B1 ∩ E1 and r1 > ρ > 0. If S = ∂Bρ ∩ E1 and
Q = {re : r ∈ [0, r1]} ⊕ (Br2 ∩ E2), then S and Q link.

Proof. Let Φ ∈ Σ and suppose that Φt(∂Q) ∩ S = ∅ for all t ∈ [0, 1]. Is necessary to show that
Φt(Q) ∩ S 6= ∅ or equivalently P2Φt(qt) = 0 and ||P1Φt(qt)|| = ||Φt(qt)|| = ρ, for some qt ∈ Q
and each t ∈ [0, 1]. Let re+ u ∈ Q, and set

Ψ(re+ u) := (||P1Φt(re+ u)|| − ρ, P2Φt(re+ u)).

Then, observe that P2Φt(re + u) = u − Wt(re + u) has the appropriate form to apply the
theory of degree of Leray-Schauder. Denote the Leray-Schauder degree of a map Ψ with respect
to a bounded open set Ω and a point a /∈ Ψ(∂Q) by d(Ψ,Ω, a). Consider d(Ψt, Q, 0), since
Φ(∂Q) ∩ S = ∅, it is well defined for all t ∈ [0, 1]. In fact, 0 /∈ Ψt(∂Q) for all t ∈ [0, 1], otherwise
there would be qt ∈ ∂Q such that ||P1Φt(qt)|| = ρ and P2Φt(qt) = 0, and consequently
qt ∈ S, which is a contradiction. Thus, the homotopy invariance property of degree yields
d(Ψt, Q, 0) = d(Ψ0, Q, 0) for all t ∈ [0, 1]. Provided that Ψ0(re + u) = (r − ρ, u) = 0, iff
re + u = ρe + 0 ∈ Q, then by the definition of degree d(Ψ0, Q, 0) = 1. Hence, d(Ψt, Q, 0) = 1

for all t ∈ [0, 1], and thus, there exists qt ∈ Q such that Ψt(qt) = 0, namely qt ∈ Φt(Q) ∩ S, and
therefore, Φt(Q) ∩ S 6= ∅.

Henceforth, some definitions and notations introduced in [7] are required.

Definition 1.2. Let B : E → R be a functional. B is said to be uniformly differentiable in
bounded subsets of E, if for any R, ε > 0, there exists δ = δ(R, ε) > 0, independent of u, such
that

|B(u+ v)−B(u)−B′(u)v| ≤ ε||v||,

for all u, u+ v ∈ BR and ||v|| ≤ δ.

For the purpose of proving the abstract linking result in this chapter, next lemma is
essential.

Lemma 1.2. Let B : E → R be a functional which is weakly continuous and uniformly differen-
tiable in bounded subsets of E. Then B′ : E → E′ is completely continuous.

Proof. Let (un) ∈ E be a sequence such that un ⇀ u in E, then (un) is bounded and there is
R > 0 such that (un) ⊂ BR and u ∈ BR. Since B is uniformly differentiable in bounded subsets
of E, given ε > 0 there exist δ > 0 such that

|B(u+ v)−B(u)−B′(u)v| ≤ ε||v||,

and
|B(un + v)−B(un)−B′(un)v| ≤ ε||v||,

13



1.1 Notion of Linking and Some Definitions 14

for all u+ v, un + v ∈ BR and ||v|| ≤ δ. Hence,

|(B′(un)−B′(u))v| ≤ |B′(un)v − (B(un + v)−B(un))|+ |(B(u+ v)−B(u))−B′(u)v|

+ |B(un + v)−B(u+ v)|+ |B(u)−B(un)|

≤ 2ε||v||+ on(1)||v||, (1.1)

as n→ +∞, since B is weakly continuous. Then,

||B′(un)−B′(u)|| ≤ 2ε+ on(1),

as n→ +∞. Passing to the limit as ε→ 0+, it yields B′(un)→ B′(u) as n→ +∞. Thus B′ is
completely continuous.

Definition 1.3. Let Γ denote the set of mappings h ∈ C([0, 1]× E,E) satisfying:
(Γ1) ht(u) = Ut(u) + Kt(u), where U,K ∈ C([0, 1] × E,E), Ut is a homeomorphism of E onto
E and Kt is compact for each t ∈ [0, 1];
(Γ2) U0(u) = u,K0(u) = 0;
(Γ3) PiUt(u) = Ut(Pi(u)), i = 1, 2;

(Γ4) ht maps bounded sets to bounded sets.
In addition, for h ∈ Γ, let hjt (u) denote the j-fold composite of h with itself, namely, h1

t (u) = ht(u),

h2
t (u) = ht(ht(u)), and hjt (u) = ht(h

j−1
t (u)), for j > 1.

Now, it is convenient to state the abstract critical point theorem for Cerami sequences.

Theorem 1.4. (Abstract Linking Theorem) Let E be a real Hilbert space, with inner product(
·, ·
)
, E1 a closed subspace of E and E2 = E⊥1 . Let I ∈ C1(E,R) satisfying:

(I1) I(u) =
1

2

(
Lu, u

)
+B(u), for all u ∈ E, where u = u1 + u2 ∈ E1 ⊕ E2, Lu = L1u1 + L2u2

and Li : Ei → Ei, i = 1, 2 is a bounded linear self adjoint mapping.

(I2) B is weakly continuous and uniformly differentiable on bounded subsets of E.

(I3) There exist Hilbert manifolds S,Q ⊂ E, such that Q is bounded and has boundary ∂Q,
constants α > ω and v ∈ E2 such that
(i) S ⊂ v + E1 and I ≥ α on S;
(ii) I ≤ ω on ∂Q;
(iii) S and ∂Q link, that is satisfy the linking Definition 1.1.

(I4) Setting
c := inf

h∈Λ
sup
u∈Q̄

I(h1(u)), (1.2)

14



1.2 A Quantitative Deformation Lemma 15

where Q is the closure of Q,

Λ :=

{
h ∈ C([0, 1]× E,E) :

h = h(1) ◦ · · · ◦ h(m), h(1), ..., h(m) ∈ Γ, m ∈ N
ht(∂Q) ⊂ I

α−ω
2
−β, β ∈

(
0, α−ω2

) }
,

and Iλ = {u ∈ E : I(u) ≤ λ}, for all λ ∈ R. If for a sequence (un), there exists a
constant b > 0 such that (un) ⊂ I−1([c− b, c+ b]) and (1 + ||un||) ||I ′(un)|| → 0 as n→ +∞,
then (un) is bounded.

Then c ≥ α, and c is a critical value of I.

Definition 1.5. Let I ∈ C1(E,R) be a functional. A sequence (un) ⊂ E is said to be a Cerami
sequence or a (C) sequence for short, if it satisfies

sup
n
|I(un)| < +∞ and ||I ′(un)||(1 + ||un||)→ 0,

as n→ +∞. Given c ∈ R, (un) ⊂ E is said to be a Cerami sequence on level c or a (C)c sequence
for short, if it satisfies

I(un)→ c and ||I ′(un)||(1 + ||un||)→ 0,

as n→ +∞. Furthermore, functional I is said to satisfies Cerami condition or (C) condition for
short, if every Cerami sequence to I has convergent subsequence, analogously for (C)c condition.

1.2 A Quantitative Deformation Lemma

Inspired by [7] it is suitable to state a variant of the standard Quantitative Deformation
Lemma for Cerami sequences, without Cerami condition, which is necessary to prove Theorem
1.4.

Lemma 1.3. (Deformation Lemma): Let I ∈ C1(E,R) satisfying (I1)− (I2) as in Theorem

1.4. Then for any R ∈ N, % > 0 and ε ∈
(

0,
1

10

)
, if s := (R+ 2)2, there exist k ∈ N and η ∈ Γ,

such that:
i) I(ηkst (u)) ≤ I(u) + %, for all u ∈ BR+2 and t ∈ [0, 1];

ii) If c ∈ R and ||I ′(w)||(1 + ||w||) ≥
√

2ε, for all w ∈ BR+1 ∩ I−1([c − ε, c + ε]), then
I(ηks(u)) ≤ c− ε

2
, whenever u ∈ BR

2
∩ I−1([c− ε, c+ ε]).

Remark 1.2. The mapping η is usually determined by solving an appropriate differential equa-
tion involving I ′(η). Such an approach seems to fail here since it does not give an η satisfying
(Γ1)− (Γ3) which are crucial for the purpose of proving Theorem 1.4. Hence, in order to prove
Lemma 1.3 it is necessary to argue similarly to Theorem 1.5 in [7].
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Proof. First, choose χ ∈ C∞(R,R) such that χ(t) = 1 for t ≤ R + 1, χ(t) = 0 for t ≥ R + 2,
χ′(t) < 0 for t ∈ (R + 1, R + 2), and also assume χ(t) ≤ (R + 2 − t)2 for t ∈ [R + 3

2 , R + 2].
For u = u1 + u2 ∈ E1 ⊕ E2, set Vi(u) := χ(||ui||)PiI ′(u), i = 1, 2 and V (u) := V1(u) + V2(u).
Note that V (u) ≡ I ′(u) in BR+1. Moreover, by (I1) − (I2), there is a constant M = M(R)

such that ||I ′(u)|| ≤ M , for u ∈ BR+2. In fact, since B is weakly continuous, it is bounded on
BR+3, which is weakly compact in E. Let M0 > 0 be a constant such that |B(u)| ≤ M0 for all
u ∈ BR+3. Provided that B is uniformly differentiable in BR+3, fixed ε = 1, there exist δ0 > 0

such that |B′(u)v| ≤ ||v|| + 2M0 ≤ δ0 + 2M0 for all u + v, u ∈ BR+3 and ||v|| ≤ δ0. If δ0 > 1,
for all u ∈ BR+2 and ||v|| ≤ 1, it follows that u + v ∈ BR+3, then |B′(u)v| ≤ δ0 + 2M0. If

δ0 ≤ 1, for all ||v|| ≤ 1, note that
∣∣∣∣∣∣∣∣ δ0

||v||
v

∣∣∣∣∣∣∣∣ = δ0 ≤ 1, hence for all u ∈ BR+2 it follows that

u+
δ0

||v||
v ∈ BR+3 and then

|B′(u)v| ≤
(
δ0 + 2M0

) ||v||
δ0
≤ 1

δ0

(
δ0 + 2M0

)
.

Thus, in both cases ||B′(u)|| ≤
(

1 +
1

δ0

)(
δ0 + 2M0

)
. Therefore,

||I ′(u)|| = ||Lu+B′(u)||

≤ ||L|| ||u||+ ||B′(u)||

≤ (R+ 2)||L||+
(

1 +
1

δ0

)(
δ0 + 2M0

)
:= M.

With this, set
ε̄ :=

1

Ms
min

(
%,
ε

2

)
. (1.3)

Since I is uniformly differentiable on bounded sets, there is a δ = δ(ε̄, R) > 0 such that

|I(u+ v)− I(u)− I ′(u)v| ≤ ε̄||v||, (1.4)

for u, u+ v ∈ BR+2 and ||v|| ≤ δ. Assume δ ≤ 1 and choose k ∈ N such that

1

k
< min

 δ

2M
,

1

8 (R+ 2)

(
1 + max

R
|χ′(t)|(||L1||+ ||L2||

)
 . (1.5)

Now define ηt(u) := u− t

k
V (u).

Claim. η ∈ Γ.
Assuming this claim and postponing its proof, it is necessary to check that BR+2 is an

invariant set for ηt, for the purpose of proving (i)− (ii). In fact, for u = u1 +u2 ∈ BR+2, by the
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definitions of η and V it follows that

||Piηt(u)− ui|| = ||(ui −
t

k
Vi(u))− ui|| =

t

k
||Vi(u)|| ≤ M

k
χ(||ui||). (1.6)

Note that, for ui ∈ BR+ 3
2
, the choice of χ implies that

M

k
χ(||ui||) ≤

1

2
≤ R+ 2− ||ui||,

via (1.5), while for ||ui|| ≥ R+
3

2
, it follows that

1

2
≥ R+ 2− ||ui|| ≥ (R+ 2− ||ui||)2 ≥ M

k
χ(||ui||),

by the choice of χ and k. Hence, the right hand side of (1.6) does not exceed R + 2 − ||ui||,
i = 1, 2, which implies BR+2 is invariant for ηt. Indeed, from (1.6) and the triangular inequality,
it yields

||Piηt(u)|| ≤ M

k
χ(||ui||) + ||ui|| ≤ R+ 2. (1.7)

Since dist(ηt(u), ∂BR+2), the distance from ηt(u) to ∂BR+2 satisfies

dist(ηt(u), ∂BR+2) = min
i=1,2

(R+ 2− ||Pi(ηt(u))||),

thus (1.7) implies that ηt(u) ∈ BR+2.
To prove i), observe that by (1.5) and the definitions of η, M and k, it follows that

||ηt(u)− u|| = || − t

k
V (u)|| = t

k
||V (u)|| ≤ M

k
< δ, (1.8)

for all u ∈ BR+2. Hence, fixing u ∈ BR+2 and using (1.4) with v = − t
k
V (u), it yields

I(u+ v) = I(ηt(u)) ≤ I(u)− t

k
I ′(u)V (u) +

ε̄t

k
||V (u)||. (1.9)

Since E2 = E⊥1 , then P1(I ′(u)) ⊥ P2(I ′(u)), and by the definition of V , it follows that

I ′(u)V (u) = χ(||u1||)||P1(I ′(u))||2 + χ(||u2||)||P2(I ′(u))||2 ≥ 0. (1.10)

Thus, by (1.3), (1.8), (1.9), (1.10) and the definition of ε̄, it follows that

I(ηt(u)) ≤ I(u) +
ε̄M

k
≤ I(u) +

%

Ms

M

k
= I(u) +

%

ks
. (1.11)

Provided that BR+2 is invariant under ηt, i) holds by iterating (1.11) ks times. In fact, iterating
twice means using ηt(u) instead of u in (1.11), and subsequently using again (1.11), but for u, it

17



1.2 A Quantitative Deformation Lemma 18

yields
I(η2

t (u)) = I(ηt(ηt(u))) ≤ I(ηt(u)) +
%

ks
≤ I(u) +

2%

ks
.

Then, after ks iterations, it yields

I(ηkst (u)) ≤ I(u) +
ks%

ks
≤ I(u) + %,

and i) is proved.
In order to prove ii), take u ∈ BR

2
∩ I−1([c− ε, c+ ε]). Three cases are considered:

Case I: ηj1(u) ∈ BR+1 ∩ I−1([c− ε, c+ ε]) for 1 ≤ j ≤ ks. By definition, V (u) = I ′(u) in BR+1,
then fixing j, 1 ≤ j ≤ ks, the definition of η1 yields

ηj1(u)− ηj−1
1 (u) = −1

k
V (ηj−1

1 (u)) = −1

k
I ′(ηj−1

1 (u)).

Then, using (1.9) for ηj1(u) and ηj−1
1 (u) instead of u+ v and u, by the definition of M , and due

to (1.3), it yields

I(ηj1(u))− I(ηj−1
1 (u)) ≤ −1

k
||I ′(ηj−1

1 (u))||2 +
1

k
ε̄M ≤ −1

k
||I ′(ηj−1

1 (u))||2 +
ε

2ks
. (1.12)

Then, by the telescopic sum, and using (1.12) for all 1 ≤ j ≤ ks, it follows that

I(ηks1 (u))− I(u) =

ks∑
j=1

[
I(ηj1(u))− I(ηj−1

1 (u))
]
≤

ks∑
j=1

[
−1

k
||I ′(ηj−1

1 (u))||2 +
ε

2ks

]
. (1.13)

Provided that (R + 2)||I ′(u)|| ≥ (1 + ||u||)||I ′(u)|| ≥
√

2ε from assumption, setting εs :=
ε

s
, it

follows that ||I ′(u)||2 ≥ 2εs, for all u ∈ BR+1. Thus, (1.13) yields

I(ηks1 (u))− I(u) ≤
ks∑
j=1

[
−2εs
k

+
εs
2k

]
= −3ε

2
. (1.14)

Therefore, since I(u) ≤ c+ ε, (1.14) implies that I(ηks1 (u)) ≤ I(u)− 3ε

2
≤ c− ε

2
, and the result

holds for first case.

Case II: ηj1(u) ∈ BR+1 ∩ I−1([c− ε, c+ ε]) for 1 ≤ j ≤ m− 1, but ηm1 (u) /∈ I−1([c− ε, c+ ε]),

for some 1 ≤ m ≤ ks. From (1.12) and since ||I ′(u)||2 ≥ 2εs, for all u ∈ BR+1, it follows that

I(ηj1(u))− I(ηj−1
1 (u)) ≤ −2εs

k
+
εs
2k

= −3εs
2k

,

hence, I(ηj1(u)) < I(ηj−1
1 (u)) for 1 ≤ j ≤ m. Then, ηm1 (u) /∈ I−1([c − ε, c + ε]) and

18



1.2 A Quantitative Deformation Lemma 19

I(ηm1 (u)) < I(ηm−1
1 (u)) implies that I(ηm1 (u)) < c − ε. Thus, using again a telescopic sum, it

follows that

I(ηks1 (u)) = I(ηm1 (u)) +

ks∑
j=m+1

[
I(ηj1(u))− I(ηj−1

1 (u))
]

≤ c− ε+

ks∑
j=m+1

[
I(ηj1(u))− I(ηj−1

1 (u))
]
. (1.15)

Fixing j, m+ 1 ≤ j ≤ ks, and using (1.9) as in (1.12), it yields

I(ηj1(u))− I(ηj−1
1 (u)) ≤ −1

k
||I ′(ηj−1

1 (u))||2 +
ε

2ks
≤ ε

2ks
. (1.16)

Replacing (1.16) in (1.15) for all m+ 1 ≤ j ≤ ks, it follows that

I(ηks1 (u)) ≤ c− ε+
ks∑

j=m+1

[ ε

2ks

]
= c− ε+

(
ks−m
ks

)
ε

2

≤ c− ε

2
.

Therefore, the result also holds in this case.

Case III: ηj1(u) ∈ BR+1 ∩ I−1([c − ε, c + ε]) for 1 ≤ j ≤ m − 1, but ηm1 (u) /∈ BR+1 for some
1 ≤ m ≤ ks. Since u ∈ BR

2
, it follows that

||u||+ R

2
+ 1 ≤ R+ 1 ≤ ||ηm1 (u)||

and hence, by the triangular inequality and the telescopic sum, it follows that

R+ 2

2
≤ ||ηm1 (u)|| − ||u||

≤ ||ηm1 (u)− u||

≤
m∑
j=1

||ηj1(u)− ηj−1
1 (u)||. (1.17)

By the definition of η1, and that V (u) = I ′(u) in BR+1, it follows that

||ηj1(u)− ηj−1
1 (u)|| = 1

k
||V (ηj−1

1 (u))|| = 1

k
||I ′(ηj−1

1 (u))||, (1.18)

for all 1 ≤ j ≤ m, since ηj1(u) ∈ BR+1 for all 1 ≤ j ≤ m − 1. Hence, replacing (1.18) in (1.17)

19



1.2 A Quantitative Deformation Lemma 20

and applying Hölder’s Inequality for finite sums, it yields

R+ 2

2
≤ 1

k

m∑
j=1

||I ′(ηj−1
1 (u))||

≤ m
1
2

k

 m∑
j=1

||I ′(ηj−1
1 (u))||2

 1
2

. (1.19)

From (1.12), it follows that
1

k
||I ′(ηj−1

1 (u))||2 ≤ −[I(ηj1(u))− I(ηj−1
1 (u))] +

ε

2ks
, which yields

||I ′(ηj−1
1 (u))||2 ≤ k

(
I(ηj−1

1 (u))− I(ηj1(u))
)

+
εs
2
, (1.20)

for all 1 ≤ j ≤ m. Thus, using (1.20) in (1.19), it yields

R+ 2

2
≤ m

1
2

k

 m∑
j=1

k
(
I(ηj−1

1 (u))− I(ηj1(u))
)

+
εs
2

 1
2

=
m

1
2

k

[
k
(
I(u)− I(ηm1 (u))

)
+
mεs

2

] 1
2
.

Squaring both sides, it follows that

s

4
=

(
R+ 2

2

)2

≤ m

k2

[
k
(
I(u)− I(ηm1 (u))

)
+
mεs

2

]
=

m

k

[
I(u)− I(ηm1 (u)) +

mε

2ks

]
≤ m

k

[
c+ ε− I(ηm1 (u)) +

ε

2

]
. (1.21)

Multiplying both sides of (1.21) by
k

m
, it yields

1

4
≤ ks

4m
≤ c+

3ε

2
− I(ηm1 (u)),

which implies I(ηm1 (u)) ≤ c +
3ε

2
− 10ε

4
= c − ε, since 0 < ε <

1

10
by assumption. Now, as in

Case II, using a telescopic sum and (1.16), it yields

I(ηks1 (u)) = I(ηm1 (u)) +

ks∑
j=m+1

[
I(ηj1(u))− I(ηj−1

1 (u))
]

≤ c− ε+
ks∑

j=m+1

[ ε

2ks

]
= c− ε+

(
ks−m
ks

)
ε

2

≤ c− ε

2
.
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1.2 A Quantitative Deformation Lemma 21

Therefore ii) also holds for the third case.

Proof of the Claim: Finally, to finish the proof of this lemma, it is left to prove the claim.
Denoting by Id : E → E the identity map in E, since

PiV (u) = Vi(u) = χ(||ui||)PiI ′(u) = χ(||ui||)(Liui + PiB
′(u)),

it holds that

Piηt(u) = Pi(u−
t

k
V (u)) =

(
Id− t

k
χ(||ui||)Li

)
ui −

t

k
χ(||ui||)PiB′(u).

Hence, it is suitable to set

Ut(u) :=
∑
i=1,2

(
Id− t

k
χ(||ui||)Li

)
ui,

and
Kt(u) := − t

k

∑
i=1,2

χ(||ui||)PiB′(u).

In fact, observe that given un ⇀ u in E, (I2) and Lemma 1.2 imply that B′(un)→ B′(u) in E′.
Since Pi is continuous, it follows that Kt(un) → Kt(u), thus Kt is completely continuous, and
therefore is compact for all t ∈ [0, 1]. Moreover, by the definitions of Ut and Kt, it is clear that
η satisfies (Γ2) − (Γ3). Via (I1) − (I2) there is a constant C = C(r) such that ||I ′(u)|| ≤ C for
all u ∈ Br, hence by the definition of ηt, it yields

||ηt(u)|| ≤ ||u||+ ||V (u)||

≤ r + ||I ′(u)||

≤ r + C,

and ηt maps bounded sets into bounded sets, namely η satisfies (Γ4). Lastly, it suffices to show
that Ut is a homeomorphism of E onto E, so as to complete the verification of (Γ1). By (Γ3),
it suffices to show that PiUt is a homeomorphism of Ei onto Ei, i = 1, 2. Let u, v ∈ Ei, for any
t ∈ [0, 1], by the definition of χ, if ||u||, ||v|| ≥ R+ 2, then

t

k

∣∣∣∣∣∣χ(||u||)Liu− χ(||v||)Liv
∣∣∣∣∣∣ = 0 ≤ 1

2
||u− v||.

Hence, without loss of generality, suppose that ||v|| ≤ R+ 2. By the definitions of χ and k, and
via Mean Value Theorem, for any t ∈ [0, 1], it yields

21



1.2 A Quantitative Deformation Lemma 22

t

k

∣∣∣∣∣∣χ(||u||)Liu− χ(||v||)Liv
∣∣∣∣∣∣ ≤ 1

k

∣∣∣∣∣∣χ(||u||)(Liu− Liv)
∣∣∣∣∣∣+

1

k

∣∣∣∣∣∣(χ(||u||)− χ(||v||))Liv
∣∣∣∣∣∣

≤ 1

k
||Li|| ||u− v||+

1

k
||Li|| |χ(||u||)− χ(||v||)| ||v||

≤ 1

k
||Li||

[
||u− v||+ (R+ 2) max

R
|χ′(t)| | ||u|| − ||v|| |

]
≤ 1

k
||Li||(R+ 2)

[
1 + max

R
|χ′(t)|

]
||u− v||

≤ 1

2
||u− v||. (1.22)

Thus, (1.22) holds for all u, v ∈ Ei. Now, for each w ∈ Ei fixed, set Lw : Ei → Ei, given by

Lw(u) :=
t

k
χ(||u||)Liu + w. Note that due to (1.22), Lw(u) is a contraction on Ei. Then, it

follows from Contracting Mapping Theorem that Lw(u) has a unique fixed point uw. Therefore,
uw ∈ Ei is the unique such that Lw(uw) = uw, which implies that PiUt(uw) = w is a one-to-one
correspondence, and hence PiUt is bijection. Furthermore, (1.22) yields

||PiUt(u)− PiUt(v)|| = ||(u− v)− t

k
(χ(||u||)Liu− χ(||v||)Liv)||

≥ ||u− v|| − t

k

∣∣∣∣∣∣χ(||u||)Liu− χ(||v||)Liv
∣∣∣∣∣∣

≥ ||u− v|| − 1

2
||u− v|| = 1

2
||u− v||, (1.23)

which implies that (PiUt)
−1 is continuous. Since PiUt is continuous by definition, it ensures that

PiUt is a homeomorphism of Ei onto Ei. Consequently, η satisfies (Γ1) and finally the claim is
proved.

The following lemma gives a significant information about level c.

Lemma 1.4. (Cf. [7] Proposition 1.17.) If I satisfies (I3), then c ≥ α.

Proof. For sake of completeness, this proof is included here. In fact, it suffices to show that

h1(Q̄) ∩ S 6= ∅, (1.24)

for all h ∈ Λ. In fact, if (1.24) holds, there is a y ∈ h1(Q̄) ∩ S, hence

sup
u∈Q̄

I(h1(u)) ≥ I(y) ≥ inf
w∈S

I(w) ≥ α, (1.25)

due to (I3) (i). Since (1.25) holds for all h ∈ Λ, the definition of c in (I4) yields c ≥ α. The
proof of (1.24) follows from the stronger assertion that

ht(Q̄) ∩ S 6= ∅, (1.26)
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1.2 A Quantitative Deformation Lemma 23

for all h ∈ Λ and t ∈ [0, 1]. Since S − v ⊂ E1 via (I3) (i), then (1.26) is equivalent to finding, for
each t ∈ [0, 1], a u ∈ Q̄ such that

P1ht(u) ∈ S − v

P2ht(u) = v. (1.27)

In order to solve (1.27), it is necessary to convert it into an equivalent problem to which the
linking geometry hypotheses can be applied. Suppose first that h ∈ Λ with the corresponding
m = 1. Letting u = u1 + u2 ∈ E1 ⊕ E2 as usual, by (Γ1) and (Γ3), (1.27) becomes

(i) P1ht(u) ∈ S − v

(ii) P2ht(u) = Ut(u2) + P2Kt(u) = v. (1.28)

More generally, suppose (1.28) (ii) replaced by

P2ht(u) = P2Zt(u), (1.29)

where Zt(u) is an arbitrary compact operator with Z0(u) = v. Note that in (1.28), Zt(u) = v is
the compact constant operator, for all t ∈ [0, 1]. Again via (Γ1) and (Γ3) (1.29) is equivalent to

Ut(u2) = −P2

(
Kt(u)− Zt(u)

)
,

which is equivalent to

u2 = U−1
t

(
−P2

(
Kt(u)− Zt(u)

))
≡ P2Yt(u), (1.30)

where Yt is compact, due to the compactness of Kt and Zt, and Y0(u) = v, since

U−1
0

(
−P2

(
K0(u)− Z0(u)

))
= −P2

(
− Z0(u)

)
= v.

Now, suppose by induction that (1.29) is equivalent to

u2 = P2Yt(u), (1.31)

with Yt compact and Y0(u) = v, whenever h ∈ Λ with the corresponding m = n − 1. Then, let
h ∈ Λ with m = n so h = h(1) ◦ · · · ◦ h(m) and let ĥ = h(2) ◦ · · · ◦ h(m). Hence h = h(1) ◦ ĥ and
again by (Γ1) and (Γ3), equation

v = P2ht(u) = P2

(
U

(1)
t +K

(1)
t

)
ĥt(u) = U

(1)
t P2ĥt(u) + P2K

(1)
t ĥt(u)

23



1.3 Proof of the Main Result 24

is equivalent to
P2ĥt(u) = (U

(1)
t )−1(−P2K

(1)
t (ĥt(u)) + v) =: P2Ẑt(u), (1.32)

where h(1) = U (1) +K(1) and since K(1)
t is compact, Ẑt given by the right hand side of (1.32) is

compact and P2Ẑ0(u) = v, since K0 = 0. Thus, by induction hypothesis there is a compact Yt
such that (1.32) is equivalent to solving (1.31).

Now set Φt(u) = P1ht(u) + u2 − P2Yt(u) + v, and note that Φ ∈ Σ, in Definition 1.1,
since

P2Φt = u2 − (P2Yt − v),

and
Φ0(u) = P1h0(u) + u2 − P2Y0(u) + v = P1u+ u2 − v + v = u.

In addition, P1Φt = P1ht and provided that P2ht = v is equivalent to (1.31), due to all remarks
above, it follows that P2Φt = v is equivalent to P2ht = v, by the definition of Φt. Therefore,
Φt(u) ∈ S if and only if ht(u) ∈ S, hence to obtain (1.26) and complete the proof, it is only
necessary to show that

Φt(Q) ∩ S 6= ∅, (1.33)

for all t ∈ [0, 1]. Since Φ ∈ Σ and via (I3) (iii), S and ∂Q link, then (1.33) holds if

Φt(∂Q) ∩ S = ∅. (1.34)

Suppose the contrary, so there is a u ∈ ∂Q and t ∈ [0, 1] such that Φt(u) ∈ S. Then ht(u) ∈ S,
but ht(∂Q) ⊂ I

α+ω
2
−β , since h ∈ Λ. On the other hand, S ∩ I

α+ω
2
−β = ∅, due to (I3) (i) and

provided that β ∈
(

0,
α− ω

2

)
, hence it yields a contradiction. Thus (1.34) is satisfied and this

proof is complete.

1.3 Proof of the Main Result

Under the knowledge of all results in previous sections, Theorem 1.4 can be finally
proved.

Proof of Theorem 1.4. First, since identity map h(u) = u is in Λ, then c < +∞ in view of (I2)

and (I3). Moreover, c ≥ α by Lemma 1.4. Now suppose that c is not a critical value of I, then
I ′(u) 6= 0, for all u ∈ I−1(c), hence there exists ε > 0 such that

(1 + ||u||) ||I ′(u)|| ≥
√

2ε, for all u ∈ I−1([c− ε, c+ ε]). (1.35)

If not, there exists a sequence of positive εn → 0 and un ∈ I−1([c− εn, c+ εn]) such that

(1 + ||un||) ||I ′(un)|| <
√

2εn.
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1.3 Proof of the Main Result 25

From (I4) this sequence is bounded and then it possesses a weakly convergent subsequence,
still denoted by (un), namely un ⇀ u as n → +∞, for some u ∈ E. By (I2) and Lemma
1.2 one has B′(un) → B′(u) along this subsequence and by assumption, I ′(un) → 0, then it
follows that Lun = I ′(un) − B′(un) → −B′(u) as n → +∞. On the other hand, Lun also
converges weakly to Lu along this subsequence. Hence Lu = −B′(u) and Lun → Lu

strongly, then I ′(u) = Lu + B′(u) = 0. Since I(un) → c, again by (I2) it follows that

I(un) =
1

2
(Lun, un) + B(un) → I(u) = c. But it means that c is a critical value of I, contrary

to assumption. Thus there exists an ε as desired in (1.35). It can further be assumed ε <
1

10
.

By the definition of infimum, choose an h ∈ Λ with corresponding β such that

c ≤ sup
u∈Q̄

I(h1(u)) ≤ c+ ε and ht(∂Q) ⊂ I
α−ω
2
−β. (1.36)

Since h ∈ Λ, ht maps bounded sets on bounded sets, due to the definition of Γ, hence h1(Q̄)

is bounded. Therefore, there is an R ∈ N such that h1(Q̄) ⊂ BR
2
. By Lemma 1.3, with

% =
1

2
min(β, ε), there exist η ∈ Γ and k ∈ N such that ηkst satisfies i) and ii) of that lemma. Let

gt(u) = ηkst (ht(u)), provided that ht(∂Q) ⊂ I
α−ω
2
−β , in view of i) Lemma 1.3, gt(∂Q) ⊂ I

α−ω
2
−β

2 .
Hence g ∈ Λ and from (1.2) it follows that

c ≤ sup
u∈Q̄

I(g1(u)). (1.37)

From (1.36), I(h1(u)) ≤ c + ε for all u ∈ Q̄. Thus, if h1(u) ∈ I−1([c − ε, c + ε]), by (1.35)
it is possible to apply ii) of Lemma 1.3 to conclude that g1(u) ∈ Ic−

ε
2 . On the other hand, if

h1(u) ∈ Ic−ε, then i) of Lemma 1.3 yields

I(g1(u)) = I(ηks1 (h1(u))) ≤ I(h1(u)) + % ≤ c− ε+
ε

2
= c− ε

2
,

thus g1(u) ∈ Ic−
ε
2 by the choice of %. Consequently, it follows that

sup
u∈Q̄

I(g1(u)) ≤ c− ε

2
, (1.38)

which contradicts (1.37) and the theorem is proved.
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Chapter

2
Applications on Indefinite Problems

This chapter aims to present applications for the abstract result developed in Chapter 1.
Since Theorem 1.4 works for Cerami sequences, the natural applications are asymptotically linear
problems. This chapter contains three sections, in the first one, a periodic solution is obtained for
a Hamiltonian System, in the second one, by applying similar arguments, a nonlinear Schrödinger
equation corresponding to the Hamiltonian System in the previous section is solved, and in the
last one, two application on nonlinear Schrödinger equations with different spectra are studied.

2.1 An Asymptotically Quadratic Hamiltonian System

via an Abstract Linking Theorem

The goal of this section is to study Hamiltonian systems (HS) as below

ż = IHz(t, z), z = (p, q) ∈ R2N , (2.1)

where I =

(
0 −I
I 0

)
and H ∈ C1(R× R2N ,R) has the form

H(t, z) =
1

2
V (t)z · z +R(t, z).

Assume that V (t) satisfies
(V0) V (t) is continuous, 2π-periodic, symmetric 2N × 2N -matrix valued function.

Moreover, on R(t, z) assume the hypotheses
(R1) R(t, z) ≥ 0, for all z ∈ R2N , t ∈ R and Rz(t, z) = o(|z|), uniformly in t as z → 0;
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Theorem 27

(R2) Rz(t, z) = M(t)z + rz(t, z), with M a continuous, 2π-periodic, symmetric 2N × 2N -
matrix valued function and rz(t, z) = o(|z|), uniformly in t as |z| → +∞;

(R3) Setting A as the operator of L2(S1,R2N ) given by A := −(I
d

dt
+ V (t)),

a0 := inf
t∈R,z∈R2N

|z|=1

[M(t)z · z] > λ+ = inf[σ(A) ∩ (0,+∞)];

(R4) Defining O as the operator of L2(S1,R2N ) given by O := A −M , where M denotes the
operator multiplication by M(t),

0 /∈ σp(O).

Remark 2.1. Since R is asymptotically quadratic there exists an upper bound for the rate at
which H(t, z)→ +∞ as |t| → +∞, that is |H(t, z)| ≤ 1

2
(||V ||∞ + r∞)|z|2, where || · ||∞ denotes

the norm in L∞(R2N×R2N ) and r∞ > 0 is chosen such that |R(t, z)| ≤ r∞|z|2 due to (R1)−(R2).

2.1.1 Variational Structure

Inspired by [7], (HS) is treated in E, the space of 2N -tuples of 2π-periodic func-

tions which possess a weak derivative of order
1

2
. Namely, let L2(S1,Rm) denote the set

of m-tuples of 2π-periodic functions which are square integrable. If z ∈ L2(S1,Rm) it has
a Fourier expansion z =

∑
j∈Z

aje
ijt, where aj ∈ Cm, a−j = aj and

∑
j∈Z
|aj |2 < +∞. Let

W θ,2(S1,Rm) = {z ∈ L2(S1,Rm) : ||z||W θ,2 < +∞} be the Sobolev space with the norm

||z||W θ,2 ≡

∑
j∈Z

(1 + |j|2θ)|aj |2
 1

2

.

Choose θ =
1

2
,m = 2N and then E := W

1
2
,2(S1,R2N ), with the norm above. It is important

to highlight that by [43] (cf. Proposition 6.6., page 36), for any β ∈ [1,+∞), E is compactly
embedded in Lβ(S1,R2N ). In particular, there is an αβ > 0 such that ||z||β ≤ αβ||z||, for all
z ∈ E.

Observe that, for smooth z = (p, q) ∈ E, where p and q are each n-tuples, setting

QA(z) :=

∫ 2π

0
p(t) · q̇(t)dt− 1

2

∫ 2π

0
V (t)z(t) · z(t)dt,

=

∫ 2π

0
−1

2

(
I
d

dt

)
z(t) · z(t)dt− 1

2

∫ 2π

0
V (t)z(t) · z(t)dt

=
1

2
(Az, z)L2(S1,R2N ), (2.2)
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since V is bounded, in view of (V0) it follows that,

|QA(z)| ≤ C

(∑
j∈Z
|j||pj |2

) 1
2
(∑
j∈Z
|j||qj |2

) 1
2

+
(∑
j∈Z
|pj |2

) 1
2
(∑
j∈Z
|qj |2

) 1
2

 ≤ C||z||2
W

1
2 ,2
.

Therefore, QA extends to all of E as a continuous quadratic form. If E0, E+, E− are the closed
subspaces of E on which QA is null, positive and negative definite, then E = E0 ⊕ E+ ⊕ E−.
Moreover, if

BQA [z, ξ] =

∫ 2π

0
(p(t) · ψ̇(t) + φ(t) · q̇(t))dt−

∫ 2π

0
V (t)z(t) · ξ(t)dt

=

∫ 2π

0
−
(

I
d

dt
+ V (t)

)
· ξ(t)dt

= (Az, ξ)L2(S1,R2N ), (2.3)

is the bilinear form associated to QA and z = (p, q), ξ = (φ, ψ) belong to distinct such subspaces,
then BQA [z, ξ] = 0 and QA(z + ξ) = QA(z) + QA(ξ). In addition E0, E+, E− are mutually
orthogonal in L2(S1,R2N ). Hence, for z = z0 + z+ + z− ∈ E, it is suitable to take as an
equivalent norm in E the expression

||z||2 = ||z||2E := ||z0||2L2(S1,R2N ) +QA(z+)−QA(z−),

and the associated inner product, obtained by means of (2.3), which makes E a Hilbert space
with E0, E+, E− orthogonal subspaces of E.

Remark 2.2. Due to (V0) the operator multiplication by V (t) is compact, hence the essential

spectrum of operator A is the same of A + V (t) = −I
d

dt
, namely σess(A) = σess(A +

V (t)) = {−1, 1} (cf. [44], Corollary 2 page 113 and [7], page 262). Then, ker(A) = E0 is finite
dimensional, since 0 /∈ σess(A), and either 0 is a isolated point of σ(A) or 0 /∈ σ(A), hence
0 < inf[σ(A) ∩ (0,+∞)] = λ+ < a0, therefore a0 > 0 in (R3). Furthermore, ±1 ∈ σess(A) are
isolated points in σess(A), thus they are eigenvalues of infinity multiplicity, hence E1 and E2 are
both infinite dimensional. In addition, it means that operator A has at least two eigenvalues,
being one positive and the other one negative. Thus, defining λ+, λ− as respectively the smallest
positive and largest negative eigenvalues of A, they are well defined and 0 < |λ−|, |λ+| ≤ 1.
Therefore, for z+ ∈ E+ and z− ∈ E−, Spectral Theory (cf. [9], Theorem 1.1’, page 394) asserts
that

QA(z+) ≥ λ+||z+||2L2(S1,R2N ) and QA(z−) ≤ λ−||z−||2L2(S1,R2N ). (2.4)

An example of V (t) satisfying (V0) is given by V (t) = cos(t). Moreover, since σ(A) is pure point,
choosing a0 > 1 a constant such that a0 /∈ σ(A), and setting M(t) = a0, it implies that R(t, z)

satisfies (R4).
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Let I(z) = QA(z)−
∫ 2π

0
R(t, z(t))dt, for all z ∈ E, be the functional associated to (HS).

By (R1) − (R2) and provided that H ∈ C1(R × R2N ,R), I is well defined and I ∈ C1(E,R).
Thus, a weak solution to (HS) is a critical point to I, a function z ∈ E such that for all φ ∈ E

I ′(z)φ = Q′A(z)φ−
∫ 2π

0
Rz(t, z(t))φ(t) dt = 0.

Via the discussion above about QA(z), I is indefinite, henceforth the goal is to apply Theorem
1.4 to get a critical point to I, namely a periodic solution to (HS). The main result holds.

Theorem 2.1. Suppose H ∈ C1(R × R2N ,R) consider I such that (V0) and (R1) − (R4) hold.
Then (HS) possess a 2π-periodic, nontrivial, weak solution.

First of all, note that I satisfies (I1) of Theorem 1.4. In fact, setting E1 := E+ and
E2 := E− ⊕ E0, it yields E⊥2 = E1. Then, define Li : Ei → Ei, for all z ∈ Ei, as given by

(Liz, ξ)E = Q′A(z)ξ = BQA [z, ξ] = (Az, ξ)L2(S1,R2N ),

for all ξ ∈ Ei, i = 1, 2, where Q′A(z)ξ denotes Fréchet derivative of QA at z acting on ξ. Hence,
L = L1 + L2 : E1 ⊕ E2 → E1 ⊕ E2 is a well defined, linear, bounded operator and satisfies

QA(z) =
1

2
(Az, z)L2(S1,R2N ) =

1

2

∫ 2π

0
−
(

I
d

dt
+ V (t)

)
z · z =

1

2
Q′A(z)z =

1

2
(Lz, z)E .

Thus, setting B(z) := −
∫ 2π

0
R(t, z(t))dt, for all z ∈ E, it is possible to write

I(z) =
1

2
(Lz, z) +B(z),

satisfying (I1).

2.1.2 Setting Compactness

In this subsection two lemmas are proved so as to guarantee that I satisfies hypothesis
(I2) in Theorem 1.4.

Lemma 2.1. If R ∈ C(R× R2N ,R), then B is weakly continuous.

Proof. Let (zn) ∈ E be a sequence and suppose zn ⇀ z in E. Provided that E is compactly
embedded in Lβ(S1,R2N ), for all β ∈ [1,+∞), it yields zn → z in Lβ(S1,R2N ) for β = 2

and hence there exists ζ ∈ L2(S1,R2N ) such that |zn(t)| ≤ ζ(t) almost everywhere in S1, for
all n ∈ N. Since R is continuous and |R(t, z)| ≤ r∞|z|2 for all t ∈ R and z ∈ R2N , then
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R(t, zn(t))→ R(t, z(t)), almost everywhere in S1 and

|R(·, zn(·))| ≤ r∞|zn(·)|2 ≤ r∞ζ2(·) ∈ L1(S1,R2N ),

thus by Lebesgue Dominated Convergence Theorem,∫ 2π

0
R(t, zn(t))dt→

∫ 2π

0
R(t, z(t))dt,

as n→ +∞. Therefore B(zn)→ B(z) and B is weakly continuous.

Lemma 2.2. Assume that R ∈ C1(R× R2N ,R), then B is uniformly differentiable on bounded
sets of E.

Proof. Note that |Rz(t, z)| ≤ 2r∞|z| ≤ 2r∞(1 + |z|s), for 1 ≤ s < +∞ and E is a subspace of
L1(S1,R2N ) with ||z||r ≤ αr||z||, for all z ∈ E and for all r ∈ [2,+∞), due to the embeddings of
E on Lebesgue Spaces. Then Proposition 3.12 in [7] implies that B(z) is uniformly differentiable
on bounded subsets of E.

2.1.3 Linking Geometry

Under the purpose of establishing a linking geometry, set S := ∂Bρ ∩ E1 and

Q := {re+ z2 : r ≥ 0, z2 ∈ E2, ||re+ z2|| ≤ r1},

where 0 < ρ < r1 are constants and e ∈ E1, ||e|| = 1, is chosen suitably. Indeed, due to (R3) and
(2.4), let e ∈ E1 be a unitary eigenvector associated to λ+, the first positive eigenvalue, then it
satisfies

1 = ||e||2 = QA(e) =
1

2
(Ae, e)L2(S1,R2N )

=
1

2
λ+||e||2L2(S1,R2N )

<
1

2
a0||e||2L2(S1,R2N )

≤ 1

2

∫ 2π

0
M(t)e(t) · e(t) dt. (2.5)

Choosing such e, it is possible by means of (2.5) to show that for sufficiently large r1 > 0,
I|S ≥ α > 0 and I|∂Q ≤ 0 hold, for some α > 0. Moreover, as noticed before, S and Q “link”.
Hence, I satisfies (I3) for some α > 0, ω = 0 and arbitrary v ∈ E2.

Lemma 2.3. Assume that H ∈ C1(R× R2N ,R). Under hypotheses (V0) on V and (R1)− (R3)

on R, I satisfies (I3).

30



2.1 An Asymptotically Quadratic Hamiltonian System via an Abstract Linking
Theorem 31

Proof. Note that from (R1)− (R2), given ε > 0 and 2 < p < 2∗, there exists Cε > 0 such that

|R(t, z)| ≤ ε

2
|z|2 +

Cε
p
|z|p and |Rz(t, z)| ≤ ε|z|+ Cε|z|p−1,

for all z ∈ R2N , and for all t ∈ R. Since S ⊂ E1, for all z1 ∈ S, it yields

I(z1) =
1

2
||z1||2 −

∫ 2π

0
R(t, z1(t)) dt

≥ 1

2
ρ2 −

∫ 2π

0

(
ε

2
|z1(t)|2 +

Cε
p
|z1(t)|p

)
dt

≥ 1

2
ρ2 −

(
ε

2
C2

2 ||z1||2 +
Cε
p
Cpp ||z1||p

)
= ρ2

[
1

2

(
1− εC2

2

)
− Cε

p
Cppρ

p−2

]
≥ ρ2(d1 − d2) = α > 0, (2.6)

where ε, ρ are sufficiently small, such that 1 > εC2
2 and also

d1 :=
1

2

(
1− εC2

2

)
>
Cε
p
Cppρ

p−2 =: d2.

Therefore, from (2.6), (I3) (i) holds for I.
In order to prove that I satisfies (I3) (ii) in Theorem 1.4, with ω = 0, observe that

I(z) ≤ 0, for all z ∈ E2 = E− ⊕E0, then it suffices to show that I(re+ z) ≤ 0 for r > 0, z ∈ E2

and ||re + z|| ≥ r1, for some r1 > 0 large enough. Arguing indirectly assume that for some
sequence (rne + zn) ⊂ R+e ⊕ E2 with ||rne + zn|| → +∞, I(rne + zn) > 0 holds, for all n ∈ N.
Seeking a contradiction, set

z̃n :=
rne+ zn
||rne+ zn||

= sne+ wn,

where sn ∈ R+, wn = w−n + w0
n ∈ E2 = E− ⊕ E0 and ||z̃n|| = 1. Provided that (z̃n) is bounded,

up to subsequences it follows that z̃n ⇀ z̃ = se+w in E. Then, up to subsequences, z̃n(t)→ z̃(t)

almost everywhere in R, sn → s in R+, w−n ⇀ w in E, and w0
n → w0 in E, since (w0

n) ⊂ E0 and
E0 is finite dimensional. Seeing that

1 = ||sne+ wn||2 = s2
n + ||w−n ||2 + ||w0

n||2,

it follows that 0 ≤ s2
n ≤ 1, and it yields

I(rne+ zn)

||rne+ zn||2
= s2

n||e||2 − ||w−n ||2 −
∫ 2π

0

R(t, rne(t) + zn(t))

||rne+ zn||2
dt

= 2s2
n − 1− ||w0

n||2 −
∫ 2π

0

R(t, rne(t) + zn(t))

||rne+ zn||2
dt > 0, (2.7)
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hence
1

2
≤ s2 ≤ 1. Moreover, from (2.5) it follows that

1 <
1

2

∫ 2π

0
M(t)e(t) · e(t)dt.

Hence,

0 > s2 − s2 1

2

∫ 2π

0
M(t)e(t) · e(t)dt

≥ s2

(
1− 1

2

∫ 2π

0
M(t)e(t) · e(t)dt

)
− (1 + ||w0||2 − s2)− 1

2

∫ 2π

0
M(t)w(t) · w(t)dt

= s2

(
2− 1

2

∫ 2π

0
M(t)e(t) · e(t)dt

)
− 1− ||w0||2 − 1

2

∫ 2π

0
M(t)w(t) · w(t)dt. (2.8)

On the other hand, from Remark 2.1 and since z̃n is convergent in L2(S1,R2N ), there exists
some ψ ∈ L1(S1,R) such that for sufficiently large n ∈ N, ||rne+ zn||2 > 1 and then∣∣∣∣R( · , rne(·) + zn(·))

||rne+ zn||2

∣∣∣∣ ≤ r∞|z̃n(·)|2 ≤ ψ(·) ∈ L1(S1,R).

Moreover, provided that ||rne+zn|| → +∞, and z̃n(t)→ z̃(t) 6= 0, almost everywhere in supp(z̃)

as n→ +∞, from (R2) it yields

R(t, rne(t) + zn(t))

||rne+ zn||2
=

1

2
M(t)z̃n(t) · z̃n(t) +

r(t, z̃n(t)||rne+ zn||)|z̃n(t)|2

|z̃n(t)|2||rne+ zn||2
→ 1

2
M(t)z̃(t) · z̃(t),

almost everywhere in supp(z̃)∩S1 as n→ +∞. Note that, supp(z̃) 6= ∅, because z̃ = se+w, with
supp(e) 6= ∅ and (e, w)L2(S1,R2N ) = 0. Thus, by Lebesgue Dominated Convergence Theorem,∫ 2π

0

R(t, rne(t) + zn(t))

||rne+ zn||2
dt→ 1

2

∫ 2π

0
M(t)

(
se(t) + w(t)

)
·
(
se(t) + w(t)

)
dt,

as n→ +∞. Passing to the limit in (2.7) as n→ +∞, it yields

0 ≤ 2s2 − 1− ||w0||2 − 1

2

∫ 2π

0
M(t)

(
s2e(t) · e(t) + w(t) · w(t)

)
dt

= s2

(
2− 1

2

∫ 2π

0
M(t)e(t) · e(t)dt

)
− 1− ||w0||2 (2.9)

− 1

2

∫ 2π

0
M(t)w(t) · w(t)dt, (2.10)

which is contrary to (2.8). Therefore the result holds.
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2.1.4 Boundedness of Cerami Sequences

This section is dedicated to show the boundedness of Cerami sequences required in (I4)

and finally to prove Theorem 2.1.

Lemma 2.4. Suppose that H ∈ C1(R×R2N ,R), V satisfies (V0) and R satisfies (R1)− (R4),
then I satisfies (I4).

Proof. Let b > 0 be an arbitrary constant, and take (zn) ⊂ I−1([c − b, c + b]) such
that (1 + ||zn||) ||I ′(zn)|| → 0. Then (zn) is bounded. In fact, suppose by contradiction that
||zn|| → +∞, up to subsequences. Setting z̃n :=

zn
||zn||

, it is bounded, hence z̃n ⇀ z̃ in E and

z̃n → z̃ in Ls(S1,R2N ), for s ∈ [1,+∞), due to the compact embeddings previously mentioned.
Writing zn = z+

n + z−n + z0
n ∈ E+ ⊕ E− ⊕ E0, by the choice of zn it satisfies

on(1) = I ′(zn)
z+
n

||zn||2

=
1

||zn||
I ′(zn)z̃+

n

= ||z̃+
n ||2 −

∫ 2π

0

Rz(t, zn(t))z̃+
n (t)

|zn(t)|
|z̃n(t)|dt, (2.11)

and

on(1) = I ′(zn)
z−n
||zn||2

=
1

||zn||
I ′(zn)z̃−n

= −||z̃−n ||2 −
∫ 2π

0

Rz(t, zn(t))z̃−n (t)

|zn(t)|
|z̃n(t)|dt. (2.12)

Subtracting (2.12) from (2.11), and using that 1 = ||z̃+
n ||2 + ||z̃−n ||2 + ||z̃0

n||2, it yields

on(1) = 1− ||z̃0
n||2 −

∫ 2π

0

Rz(t, zn(t))
[
z̃+
n (t)− z̃−n (t)

]
|zn(t)|

|z̃n(t)|dt. (2.13)

Provided that (z̃0
n) ⊂ E0, which is finite dimensional, then weak convergence implies that

z̃0
n → z̃0 in E. Furthermore, since z̃n → z̃ in L2(S1,R2N ), there exist ψ+, ψ− ∈ L2(S1,R)

such that |z̃+
n (t)| ≤ ψ+(t) and |z̃−n (t)| ≤ ψ−(t), almost everywhere in R, hence from Remark 2.1

it follows that∣∣∣∣∣Rz(t, zn(t))
[
z̃+
n (t)− z̃−n (t)

]
|zn(t)|

|z̃n(t)|

∣∣∣∣∣ ≤ 2r∞

[(
ψ+(·)

)2
+
(
ψ−(·)

)2] ∈ L1(S1,R).

In addition, since z̃n → z̃ in L2(S1,R2N ), |zn(t)| → +∞, for all t such that z̃(t) 6= 0, from (R2)
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it follows that

Rz(t, zn(t))
[
z̃+
n (t)− z̃−n (t)

]
|zn(t)|

|z̃n(t)| =

(
M(t)z̃n(t) +

|z̃n(t)|rz(t, zn(t))

|zn(t)|

)[
z̃+
n (t)− z̃−n (t)

]
→ M(t)z̃(t) ·

[
z̃+(t)− z̃−(t)

]
,

as n → +∞. Therefore, by Lebesgue Dominated Convergence Theorem, passing to the limit in
(2.13) as n→ +∞, it yields∫ 2π

0
M(t)z̃(t) ·

[
z̃+(t)− z̃−(t)

]
dt = 1− ||z̃0||2. (2.14)

On the other hand, given φ ∈ E, from (R2) it follows that∫ 2π

0

Rz(t, zn(t))φ(t)

||zn||
dt =

∫ 2π

0
M(t)z̃n(t) · φ(t) dt+

∫ 2π

0

rz(t, zn(t))φ(t)

||zn||
dt.

Since z̃n → z̃ in L2(S1,R2N ), |zn(t)| → +∞ for all t such that z̃(t) 6= 0, then again from (R2) it
follows that ∫ 2π

0

Rz(t, zn(t))φ(t)

||zn||
dt =

∫ 2π

0
M(t)z̃n(t) · φ(t) dt+ on(1),

as n → +∞. Hence, using the same arguments as above and applying Lebesgue Dominated
Convergence Theorem, it yields

on(1) =
I ′(zn)φ

||zn||

=
Q′A(zn)φ

||zn||
−
∫ 2π

0

Rz(t, zn(t))φ(t)

||zn||
dt

= (Az̃n, φ)L2(S1,R2N ) −
∫ 2π

0
M(t)z̃n(t) · φ(t) dt+ on(1)

= (O z̃n, φ)L2(S1,R2N ) + on(1)

= (O z̃, φ)L2(S1,R2N ) + on(1). (2.15)

Due to (2.15), if z̃ 6= 0, it is an eigenvector of O with eigenvalue 0. Nevertheless, from (R4),
0 /∈ σp(O) thus, z̃ = 0. It means that z̃+ = z̃− = z̃0 = 0 thus, (2.14) yields another contradiction.
Therefore, the result holds.

Now, the main result of this section can be proved.

Proof of Theorem 2.1. Provided that I satisfies all assumptions (I1)− (I4) in Theorem 1.4, ap-
plying it provides a critical point u ∈ E of I, and therefore u is a 2π-periodic, nontrivial, weak
solution to (HS), since I(u) = c > 0, hence u 6≡ 0.
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Remark 2.3. With minor changes in the arguments above, it is possible to find a periodic
solution to a type of problem involving a nonlinear Schrödinger equation corresponding to (HS):

−∆u+ V (x)u = g(x, u), x ∈ RN , N ≥ 3

where, V (x) is (2π)-periodic in xi, i = 1, ..., N , and g(x, s) satisfies similar hypotheses as those
satisfied by Rz(t, z). This problem is going to be studied next section.

2.2 A Nonlinear Schrödinger Equation Corresponding

to a Hamiltonian System

The goal of this section is to study a type of problem involving a Schrödinger operator
and a nonlinearity satisfying hypotheses very similar as those satisfied by Rz(t, z) in the Hamil-
tonian systems (HS) in last section. This type of problem is known as a nonlinear Schrödinger
equation corresponding to a Hamiltonian system like (HS), since it is possible to employ analo-
gous arguments to obtain existence of solution to this problem.

More precisely, consider again problem (P ) treated in Section 3.3:

−∆u+ V (x)u = g(x, u), x ∈ RN , N ≥ 3. (2.16)

For this setting V (x) satisfies

(V ′1) V ∈ C(RN ,R) is (2π)-periodic in xi, i = 1, ..., N ;
(V ′2) Setting A := −∆ + V (x), as an operator of L2((S1)N ,R),

inf σ(A) < 0.

Moreover, g(x, s) satisfies

(G1) g(x, s) ∈ C(RN × R,R), g(x, s) = o(|s|) as |s| → 0, uniformly in x and for all t ∈ R

G(x, t) =

∫ t

0
g(x, s)ds ≥ 0;

(G2) g(x, s) = h(x)s + g̃(x, s), where h(x) and g̃(x, s) are (2π)-periodic in xi, i = 1, ..., N,

and g̃(x, s) = o(|s|) as |s| → +∞, uniformly in x;
(G3) a0 = inf

x∈RN
h(x) > λ+ = inf [σ(A) ∩ (0,+∞)] ;
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(G4) Setting O := A−H , where H is the operator multiplication by h(x) in L2((S1)N ,R),

0 /∈ σp(O).

Remark 2.4. From (G1)− (G2) there exist C0 > 0 such that |g̃(x, s)| ≤ C0|s| for all s ∈ R and
x ∈ RN . Hence, there exist C > 0 such that

|g(x, s)| ≤ h∞|s|+ C0|s| ≤ C|s|,

for all s ∈ R and x ∈ RN , where h∞ = ||h||L∞((S1)N ,R). In addition, it follows that

|G(x, s)| ≤ C

2
|s|2,

for all s ∈ R and x ∈ RN .

2.2.1 Variational Structure

Making a parallel with Section 3.3, this problem is treated in a space of (2π)-periodic
functions in xi, i = 1, ..., N . Being A := −∆+V (x), an operator of L2((S1)N ,R), and observing
that the functional associated to problem (2.16) is given by

I(u) =
1

2
(Au, u)L2((S1)N ,R) −

∫
(S1)N

G(x, u) dx, (2.17)

it is natural to define E := H1((S1)N ,R) = W 1,2((S1)N ,R) and to remind that by [43] (cf.
Proposition 6.6., page 36) E is compactly embedded in Lβ((S1)N ,R), for any β ∈ [0,+∞).

Defining QA : E → R by

QA(u) :=

∫
(S1)N

|∇u(x)|2 dx+

∫
(S1)N

V (x)u2(x) dx =
1

2
(Au, u)L2((S1)N ,R),

it is a continuous quadratic form on E. If E0, E+, E− are the closed subspaces of E on
which QA is null, positive and negative definite, then E = E0 ⊕ E+ ⊕ E−. Moreover, if
BQA [u, v] = (Au, v)L2((S1)N ,R) for all u, v ∈ E, is the bilinear form associated to QA and u, v
belong to distinct such subspaces, then BQA [u, v] = 0 and QA(u+v) = QA(u)+QA(v). In addi-
tion E0, E+, E− are mutually orthogonal in L2((S1)N ,R). Hence, for u = u0 +u+ +u− ∈ E,
it is suitable to take as an equivalent norm in E the expression

||u||2 = ||u||2E := ||u0||2L2((S1)N ,R) +QA(u+)−QA(u−),

and the associated inner product, obtained by means of BQA [u, v], which makes E a Hilbert
space with E0, E+, E− orthogonal subspaces of E.

36



2.2 A Nonlinear Schrödinger Equation Corresponding to a Hamiltonian System 37

Due to (V ′1) the operator multiplication by V (x) is compact from E ⊂ L2((S1)N ,R2N )

to L2((S1)N ,R2N ), hence the essential spectrum of operator A is the same of A− V (x) = −∆,
namely σess(A) = σess(A − V (x)) = ∅ (cf. [44], Corollary 2 page 113). Then, A has discrete
spectrum and ker(A) = E0 is finite dimensional, since 0 /∈ σess(A) and either 0 is a isolated
point of σ(A) or 0 /∈ σ(A), hence 0 < inf[σ(A)∩ (0,+∞)] = λ+ < a0, therefore a0 > 0 in (G3).
Furthermore, due to (V2) both E1 and E2 are nonzero dimensional. In addition, it means that
operator A has at least two eigenvalues, being one positive and the other one negative. Thus,
defining λ+, λ− as respectively the smallest positive and largest negative eigenvalues of A, they
are well defined and 0 < |λ−|, |λ+| ≤ 1. Therefore, for u+ ∈ E+ and u− ∈ E−, Spectral Theory
in [9] (cf. page 394 Theorem 1.1’) asserts that

QA(u+) ≥ λ+||u+||2L2((S1)N ,R) and QA(u−) ≤ λ−||u−||2L2((S1)N ,R). (2.18)

Since I(u) = QA(u)−
∫

(S1)N
G(x, u(x)) dx, for all x ∈ E, by (V ′1) and (G1)− (G2), I is well

defined and I ∈ C1(E,R). Thus, a weak solution to (P ) is a critical point to I, a function u ∈ E
such that for all v ∈ E

I ′(u)φ = Q′A(u)v −
∫

(S1)N
g(x, u(x))v(x) dx = 0.

Via the study above about QA(u), I is indefinite, henceforth the goal is to apply Theorem 1.4
in order to get a critical point to I, namely a periodic solution to (P ). The main result holds.

Theorem 2.2. Suppose (V ′1)− (V ′2) and (G1)− (G4) hold. Then problem (P ) in (2.16) possess
a (2π)-periodic in xi, i = 1, ..., N , nontrivial, weak solution.

It is clear that I satisfies (I1) of Theorem 1.4. In fact, setting E1 := E+ and
E2 := E− ⊕ E0, it yields E⊥2 = E1. Then, define Li : Ei → Ei, for all u ∈ Ei, as given by

(Liu, v)E = Q′A(u)v = BQA [u, v] = (Au, v)L2((S1)N ,R),

for all v ∈ Ei, i = 1, 2, where Q′A(u)v denotes Fréchet derivative of QA at u acting on v. Hence,
L = L1 + L2 : E1 ⊕ E2 → E1 ⊕ E2 is a well defined, linear, bounded operator and satisfies

QA(u) =
1

2
(Au, u)L2((S1)N ,R) =

1

2
Q′A(u)u =

1

2
BQA [u, u] =

1

2
(Lu, u)E .

Thus, setting B(u) := −
∫

(S1)N
G(x, u(x)) dx, for all u ∈ E, it is possible to write

I(u) =
1

2
(Lu, u) +B(u),

satisfying (I1).
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2.2.2 Setting Compactness

In this subsection assumption (I2) is verified by means of the following two lemmas.

Lemma 2.5. If g satisfies (G1)− (G2), then B is weakly continuous.

Proof. Let (un) ∈ E be a sequence and suppose un ⇀ u in E. Provided that E is compactly
embedded in Lβ((S1)N ,R), for all β ∈ [1,+∞), it yields un → u in Lβ((S1)N ,R) for β = 2

and hence there exists ζ ∈ L2((S1)N ,R) such that |un(x)| ≤ ζ(x) almost everywhere in (S1)N ,
for all n ∈ N. By (G1), G is continuous, hence G(x, un(x))→ G(x, u(x)), almost everywhere in
(S1)N and due to Remark 2.4 it follows that

|G(·, un(·))| ≤ C

2
|un(·)|2 ≤ C

2
ζ2(·) ∈ L1((S1)N ,R),

thus by Lebesgue Dominated Convergence Theorem,∫
(S1)N

G(x, un(x)) dx→
∫

(S1)N
G(x, u(x)) dx,

as n→ +∞. Therefore B(un)→ B(u) and B is weakly continuous.

Lemma 2.6. Assume that g satisfies (G1)− (G2), then B is uniformly differentiable on bounded
sets of E.

Proof. First, note that fixed R > 0 and given u+ v, v ∈ BR, it follows that

|B(u+ v)−B(u)−B′(u)v| =

∫
(S1)N

∣∣G(x, u(x) + v(x)
)
−G

(
x, u(x)

)
− g
(
x, u(x)

)
v(x)

∣∣dx
≤

∫
(S1)N

∣∣g(x, z(x)
)
− g
(
x, u(x)

)∣∣ |v(x)| dx,

≤ C2||ξ||L2((S1)N ,R)||v|| (2.19)

where ξ(x) := |g(x, z(x)) − g(x, u(x))| and z(x) = u(x) + θ(x)v(x), with 0 ≤ θ(x) ≤ 1 given
by Mean Value Theorem and C2 > 0 is the constant given by the continuous embedding E ↪→
L2((S1)N ,R).

In order to prove that B is uniformly differentiable on bounded sets of E, given ε > 0

is sufficient to show there exist δ > 0 such that C2||ξ||L2((S1)N ,R) ≤ ε for all u+ v, v ∈ BR with
||v|| ≤ δ. Seeking a contradiction, suppose that it is not the case, then there exist R0, ε0 > 0 such
that for all δ > 0 there are uδ + vδ, vδ ∈ BR0 with ||vδ|| ≤ δ and C2||ξ||L2((S1)N ,R) > ε0. Thus, it

is possible to obtain for all n ∈ N and δ =
1

n
functions un + vn, vn ∈ BR0 such that ||vn|| ≤

1

n
and C2||ξn||L2((S1)N ,R) > ε0, for ξn(x) = |g(x, zn(x)) − g(x, un(x))|, with zn = un + θnvn, and
0 ≤ θn ≤ 1 depending on un and vn as before. Since vn → 0 in E, vn → 0 in L2((S1)N ,R),
vn(x) → 0 almost everywhere in (S1)N and there exists ψ ∈ L2((S1)N ,R) such that |vn(x)| ≤
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ψ(x) almost everywhere in (S1)N . Furthermore, since (un) ⊂ BR0 , it is bounded in E, then
un ⇀ u in E, up to subsequences. Due to the compact embedding E ↪→ L2((S1)N ,R), un → u

in L2((S1)N ,R) up to subsequences, hence un(x) → u(x) almost everywhere in (S1)N and
there exists ϕ ∈ L2((S1)N ,R) such that |un(x)| ≤ ϕ(x) almost everywhere in (S1)N up to
subsequences. Thus, zn(x) → u(x) almost everywhere in (S1)N , which implies that ξn(x) → 0,

almost everywhere in (S1)N , provided that g is continuous. Moreover, in view of Remark 2.4 it
follows that

|ξn(x)|2 ≤ 2
[∣∣g(x, zn(x))

∣∣2 +
∣∣g(x, un(x))

∣∣2]
≤ 2

[
C2|zn(x)|2 + C2|un(x)|2

]
≤ 2C2

[
2
(
|un(x)|2 + |vn(x)|2

)
+ |un(x)|2

]
≤ 2C2

[
3|un(x)|2 + 2|vn(x)|2

]
≤ 6C2

[
ϕ2(x) + ψ2(x)

]
, (2.20)

almost everywhere in (S1)N . Since ϕ2 + ψ2 ∈ L1((S1)N ,R), applying Lebesgue Dominated
Convergence Theorem, it yields(

ε0

C2

)2

< ||ξn||2L2((S1)N ,R) =

∫
(S1)N

|ξn(x)|2 dx→ 0,

as n→ +∞. Which gives a contradiction. Therefore, the result holds.

2.2.3 Linking Geometry

To obtain a linking geometry, set S := (∂Bρ ∩ E1) and

Q := {re+ u2 : r ≥ 0, u2 ∈ E2, ||re+ u2|| ≤ r1},

where 0 < ρ < r1 are constants and e ∈ E1, ||e|| = 1, is chosen suitably. Indeed, due to (G3) and
(2.18), let e ∈ E1 be a unitary eigenvector associated to λ+, the first positive eigenvalue, then it
satisfies

1 = ||e||2 = QA(e) =
1

2
(Ae, e)L2((S1)N ,R)

=
1

2
λ+||e||2L2((S1)N ,R)

<
1

2
a0||e||2L2((S1)N ,R)

≤ 1

2

∫
(S1)N

h(x)e2(x) dx. (2.21)
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Choosing such an e, it is possible by means of (2.5) to show that for sufficiently large r1 > 0,
I|S ≥ α > 0 and I|∂Q ≤ 0 hold, for some α > 0. Moreover, as noticed before, S and Q “link”.
Hence, I satisfies (I3) for some α > 0, ω = 0 and arbitrary v ∈ E2.

Lemma 2.7. Under hypotheses (V ′1)− (V ′2) on V and (G1)− (G3) on g, I satisfies (I3).

Proof. Note that from (G1)− (G2), given ε > 0 and 2 < p < 2∗, there exists Cε > 0 such that

|G(x, s)| ≤ ε

2
|s|2 +

Cε
p
|s|p

and
|g(x, s)| ≤ ε|s|+ Cε|s|p−1,

for all s ∈ R, and for all x ∈ RN . Since S ⊂ E1, for all u1 ∈ S, it yields

I(u1) =
1

2
||u1||2 −

∫
(S1)N

G(x, u1(x)) dx

≥ 1

2
ρ2 −

∫
(S1)N

(
ε

2
|u1(x)|2 +

Cε
p
|u1(x)|p

)
dx

≥ 1

2
ρ2 −

(
ε

2
C2

2 ||u1||2 +
Cε
p
Cpp ||u1||p

)
= ρ2

[
1

2

(
1− εC2

2

)
− Cε

p
Cppρ

p−2

]
≥ ρ2(d1 − d2) = α > 0, (2.22)

where ε, ρ are sufficiently small, such that 1 > εC2
2 and also

d1 :=
1

2

(
1− εC2

2

)
>
Cε
p
Cppρ

p−2 =: d2.

Therefore, from (2.22), (I3) (i) holds for I.
So as to ensure that I satisfies (I3) (ii) in Theorem 1.4, with ω = 0, observe that

I(u) ≤ 0, for all u ∈ E2 = E−⊕E0, then it suffices to show that I(re+ u) ≤ 0 for r > 0, u ∈ E2

and ||re + u|| ≥ r1, for some r1 > 0 large enough. Arguing indirectly assume that for some
sequence (rne+ un) ⊂ R+e⊕ E2 with ||rne+ un|| → +∞, I(rne+ un) > 0 holds, for all n ∈ N.
Seeking a contradiction, set

ũn :=
rne+ un
||rne+ un||

= sne+ wn,

where sn ∈ R+, wn = w−n +w0
n ∈ E2 = E−⊕E0 and ||ũn|| = 1. Provided that (ũn) is bounded, up

to subsequences it follows that ũn ⇀ ũ = se+w in E. Then, up to subsequences, ũn(x)→ ũ(x)

almost everywhere in RN , sn → s in R+, w−n ⇀ w in E, and w0
n → w0 in E, since (w0

n) ⊂ E0

and E0 is finite dimensional. Seeing that 1 = ||sne + wn||2 = s2
n + ||w−n ||2 + ||w0

n||2, it follows
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that 0 ≤ s2
n ≤ 1, and it yields

I(rne+ un)

||rne+ un||2
= s2

n||e||2 − ||w−n ||2 −
∫

(S1)N

G(x, rne(x) + un(x))

||rne+ un||2
dx

= 2s2
n − 1− ||w0

n||2 −
∫

(S1)N

G(x, rne(x) + un(x))

||rne+ un||2
dx > 0, (2.23)

hence
1

2
≤ s2 ≤ 1. Moreover, from (2.21) it follows that 1 <

1

2

∫
(S1)N

h(x)e2(x) dx. Then,

0 > s2 − s2 1

2

∫
(S1)N

h(x)e2(x) dx

≥ s2

(
1− 1

2

∫
(S1)N

h(x)e2(x) dx

)
− (1 + ||w0||2 − s2)− 1

2

∫
(S1)N

h(x)w2(x) dx

= s2

(
2− 1

2

∫
(S1)N

h(x)e2(x) dx

)
− 1− ||w0||2 − 1

2

∫
(S1)N

h(x)w2(x) dx. (2.24)

On the other hand, from assumptions (G1) − (G2) and since ũn is convergent in L2((S1)N ,R),
there exists some ψ ∈ L1((S1)N ,R) such that∣∣∣∣G( · , rne(·) + un(·))

||rne+ un||2

∣∣∣∣ ≤ r∞|ũn(·)|2 ≤ ψ(·) ∈ L1((S1)N ,R).

Moreover, provided that ||rne + un|| → +∞, and ũn(x) → ũ(x) 6= 0, almost everywhere in
supp(ũ), it follows that un(x) = ũn(x)||rne + un(x)|| → +∞ almost everywhere in supp(ũ), as
n→ +∞, hence

G(x, rne(x) + un(x))

||rne+ un||2
=
G(x, ũn(x)||rne+ un||)ũ2

n(x)

ũ2
n(x)||rne+ un||2

→ 1

2
h(x)ũ2(x),

almost everywhere in supp(z̃)∩S1 as n→ +∞. Note that, supp(ũ) 6= ∅, because ũ = se+w, with
supp(e) 6= ∅ and (e, w)L2((S1)N ,R) = 0. Thus, by Lebesgue Dominated Convergence Theorem,∫

(S1)N

G(x, rne(x) + un(x))

||rne+ un||2
dx→ 1

2

∫
(S1)N

h(x)
(
se(x) + w(x)

)2
dx,

as n→ +∞. Passing to the limit in (2.23) as n→ +∞, it yields

0 ≤ 2s2 − 1− ||w0||2 − 1

2

∫
(S1)N

h(x)
(
s2e2(x) + w2(x)

)
dx

= s2

(
2− 1

2

∫
(S1)N

h(x)e2(x) dx

)
− 1− ||w0||2 − 1

2

∫
(S1)N

h(x)w2(x) dx, (2.25)
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which is contrary to (2.24). Therefore the result holds.

2.2.4 Boundedness of Cerami Sequences

Now, last condition of Theorem 1.4 is proved, and lastly the main result of this section
is demonstrated.

Lemma 2.8. Suppose that V satisfies (V ′1) − (V ′2) and g satisfies (G1) − (G4), then I satisfies
(I4).

Proof. Let b > 0 be an arbitrary constant, and take (un) ⊂ I−1([c − b, c + b]) such
that (1 + ||un||) ||I ′(un)|| → 0. Then (un) is bounded. In fact, suppose by contradiction that
||un|| → +∞, up to subsequences. Setting ũn :=

un
||un||

, it is bounded, hence ũn ⇀ ũ in E and

ũn → ũ in Lβ((S1)N ,R), for β ∈ [1,+∞), due to the compact embeddings previously mentioned.
Writing un = u+

n + u−n + u0
n ∈ E+ ⊕ E− ⊕ E0, by the choice of un it satisfies

on(1) = I ′(un)
u+
n

||un||2

=
1

||un||
I ′(un)ũ+

n

= ||ũ+
n ||2 −

∫
(S1)N

g(x, un(x))

un(x)
ũn(x)ũ+

n (x) dx. (2.26)

and

on(1) = I ′(un)
u−n
||un||2

=
1

||un||
I ′(un)ũ−n

= −||ũ−n ||2 −
∫

(S1)N

g(x, zn(x))

un(x)
ũn(x)ũ−n (x) dx. (2.27)

Subtracting (2.27) from (2.26), and using that 1 = ||ũ+
n ||2 + ||ũ−n ||2 + ||ũ0

n||2, it yields

on(1) = 1− ||ũ0
n||2 −

∫
(S1)N

g(x, un(x))

un(x)

[
(ũ+
n (x))2 − (ũ−n (x))2

]
dx. (2.28)

Provided that (ũ0
n) ⊂ E0, which is finite dimensional, then weak convergence implies that

ũ0
n → ũ0 in E. Furthermore, since ũn → ũ in L2((S1)N ,R), there exist ψ+, ψ− ∈ L2((S1)N ,R)

such that |ũ+
n (x)| ≤ ψ+(x) and |ũ−n (x)| ≤ ψ−(x), almost everywhere in RN , hence from Remark

2.4 it follows that∣∣∣∣g(·, un(·))
un(·)

[(
ũ+
n (·)

)2 − (ũ−n (·)
)2]∣∣∣∣ ≤ C [(ψ+(·)

)2
+
(
ψ−(·)

)2] ∈ L1((S1)N ,R).
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Since ũn → ũ in L2((S1)N ,R), un(x) → +∞, for all x such that ũ(x) 6= 0, from (G2) it follows
that

g(x, un(x))

un(x)

[(
ũ+
n (x)

)2 − (ũ−n (x)
)2]

=

(
h(x)ũn(x)

ũn(x)
+
g̃(x, un(x))

un(x)

)[(
ũ+
n (x)

)2 − (ũ−n (x)
)2]

→ h(x)
[(
ũ+(x)

)2 − (ũ−(x)
)2]

,

as n → +∞. Therefore, by Lebesgue Dominated Convergence Theorem, passing to the limit in
(2.28) as n→ +∞, it yields∫

(S1)N
h(x)

[(
ũ+(x)

)2 − (ũ−(x)
)2]

dx = 1− ||ũ0||2. (2.29)

On the other hand, given v ∈ E, from (G2) it follows that∫
(S1)N

g(x, un(x))

un(x)
ũn(x)v(x) dx =

∫
(S1)N

h(x)ũn(x)v(x) dx+

∫
(S1)N

g̃(x, un(x))

un(x)
ũn(x)v(x) dx.

In virtue of the same arguments as above it follows that∫
(S1)N

g(x, un(x))

un(x)
ũn(x)v(x) dx =

∫
(S1)N

h(x)ũn(x)v(x) dx+ on(1),

as n → +∞. Hence, using the same arguments as above and applying Lebesgue Dominated
Convergence Theorem, it yields

on(1) =
I ′(un)v

||un||

=
Q′A(un)v

||un||
−
∫

(S1)N

g(x, un(x))

un(x)
ũn(x)v(x) dx

= (Aũn, v)L2((S1)N ,R) −
∫

(S1)N
h(x)ũn(x)v(x) dx+ on(1)

= (Oũn, v)L2((S1)N ,R) + on(1)

= (Oũ, v)L2((S1)N ,R) + on(1). (2.30)

Due to (2.30), if ũ 6= 0, it is an eigenvector of O, with eigenvalue 0. Nevertheless, from (G4),
0 /∈ σp(O) and hence, ũ = 0. It means that ũ+ = ũ− = ũ0 = 0 and thus, (2.29) yields another
contradiction. Therefore, the result holds.

Finally it is possible to prove the main result of this section.

Proof of Theorem 2.2. Provided that I satisfies all assumptions (I1)− (I4) in Theorem 1.4, ap-
plying it provides a critical point u ∈ E of I, and therefore u is a nontrivial (2π)-periodic function
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in xi, i = 1, ..., N , and a weak solution to (HS), since I(u) = c > 0, hence u 6≡ 0.

Next section, two nonlinear Schrödinger equations are studied and nontrivial weak solu-
tions are found by applying the abstract result obtained in Chapter 2.

2.3 Asymptotically Linear Schrödinger Equations in

RN via an Abstract Linking Theorem

This section introduce two applications for the abstract critical point theorem developed
in Chapter 2. The main difference between them is how to obtain the linking geometry, based
on their spectra, which are very different to each other.

First, consider problem (P )

−∆u+ V (x)u = g(x, u) in RN , (2.31)

for N ≥ 3, where potential V satisfies:

(V1) V ∈ C(RN ,R) and lim
|x|→+∞

V (x) = V∞ > 0;

(V2) Setting A := −∆ + V (x), a self-adjoint operator of L2(RN ),

sup [σ(A) ∩ (−∞, 0)] = σ− < 0 < σ+ = inf [σ(A) ∩ (0,+∞)] .

Remark 2.5. In view of (V1), V (x) is bounded and σess(A) = [V∞,+∞) ⊂ (0,+∞) (cf. [52]
Theorem 3.15, page 44), hence σ(A)∩ (−∞, V∞) = σd(A)∩ (−∞, V∞). Furthermore, hypothesis
(V2) implies that either 0 /∈ σ(A) or 0 ∈ σd(A), since 0 ∈ (σ−, σ+) is an isolated point and
the essential spectrum [V∞,+∞) does not have isolated points, hence 0 /∈ σess(A) = [V∞,+∞)

which implies that V∞ > 0, namely V∞ is positive, therefore assumption V∞ > 0 in (V1) is
redundant. With this in hand, it is possible to introduce by means of operator A an equivalent
norm || · || to the usual norm || · ||H1(RN ), in H1(RN ) (cf. [17], Lemma 1.2). Thus, space

E =
(
H1(RN ), || · ||

)
, will be the Hilbert space used in order to apply Theorem 1.4. Finally, (V2)

implies that ∅ 6= σ(A) ∩ (−∞, 0) = σd(A) ∩ (−∞, 0), i. e., operator A has negative eigenvalues.
Furthermore, this set is finite (cf. [23] Theorem 30, page 150). An example satisfying (V1)−(V2)

is given by a continuous V (x) such that

V (x) =


−V0 |x| < R

V∞ |x| > 2R,

where V0 >
λ1(1)

R2
> 0 is a constant and λ1(1) is the first eigenvalue of the operator (−∆, H1

0 (B1(0))).
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In fact, if ψ is an eigenfunction associated to λ1(R) =
λ1(1)

R2
, which is the first eigenvalue of the

operator (−∆, H1
0 (BR(0))), it yields

(Aψ,ψ)L2(RN ) =

∫
B1(R)

|∇ψ(x)|2 + V (x)ψ(x)2 dx

≤ (λ1(R)− V0) ||ψ||2L2(BR(0))

=

(
λ1(1)

R2
− V0

)
||ψ||2L2(RN )

< −ε||ψ||2L2(RN ),

for some ε > 0, which implies the bottom of the spectrum of A is negative.

Henceforth consider the case where g(x, s) = h(x)f(s), and h satisfies

(h1) h ∈ C(RN , (0,+∞)) and lim
|x|→+∞

h(x) = 0;

(h2) h ∈ Lq(RN ), q = 2∗

2∗−p , for some p ∈ (2, 2∗).

Furthermore, f is asymptotically linear satisfying

(f1) f ∈ C(R,R) and lim
s→0

f(s)

s
= 0;

(f2) There exists a > 0 such that lim
s→+∞

F (s)

s2
=
a

2
, where F (s) :=

∫ s

0
f(t)dt, and F (s) ≥ 0.

(f3) Setting Q(s) := 1
2f(s)s− F (s) > 0 for all s ∈ R \ {0},

lim
s→+∞

Q(s) = +∞.

Remark 2.6. Observe that assumptions (h1)−(h2) give that h ∈ L∞(RN ) and ||h||∞ = h∞ > 0.

In addition, (f2) implies that lim
s→+∞

F (s) = +∞, hence by (f2) and L’Hospital rule, it follows

that lim
s→+∞

f(s)

s
= a. Moreover, due to assumptions (f1) − (f2) there exists κ > 0 such that

|f(s)| ≤ κ|s| for all s ∈ R and a ≤ κ. An example satisfying (f1) − (f3) but not with
f(s)

s
increasing, is a continuous f(s) such that

f(s) =


s7 − 3

2s
5 + 2s3

1 + s6
|s| < 5,

s3

1 + s2
|s| > 10.
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2.3.1 Variational Setting

Let I : E → R be the energy functional associated to problem (P ) in (2.31), which is
given by

I(u) =
1

2

∫
RN

(
|∇u|2 + V (x)u2

)
−
∫
RN

h(x)F (u(x)) dx, (2.32)

for all u ∈ E. As observed in Remark 2.5, the set of eigenvalues σd(A) ∩ (−∞, 0) is finite, then
one can denote it by {λi}ji=1, for some j ∈ N, counting multiplicities, and in addition, denote
by ϕi ∈ E the eigenfunction associated to λi, for i = 1, ..., j and then set E− := span{ϕi}ji=1.
Moreover, setting E0 := ker(A), if 0 /∈ σ(A), then E0 = {0}, if not, then 0 ∈ σd(A), hence
E0 is finite dimensional. Thus, E− ⊕ E0, it is a finite dimensional subspace of E and setting
E+ := (E− ⊕ E0)⊥, it is the subspace of E in which operator A is positive definite. With this,
E = E+ ⊕ E− ⊕ E0 and every function u ∈ E can be uniquely written as u = u+ + u− + u0,
with u+ ∈ E+, u0 ∈ E0 and u− ∈ E−. Furthermore, as in [17] operator A induce an equivalent
norm || · || to the standard H1(RN )-norm and a corresponding inner product

(
·, ·
)
in E given by

||u||2 := (Au+, u+)L2(RN ) − (Au−, u−)L2(RN ) + ||u0||2L2(RN ),

and

(
u, v
)

:=



∫
RN

(
∇u(x)∇v(x) + V (x)u(x)v(x)

)
dx = (Au, v)L2(RN ) if u, v ∈ E+,

−
∫
RN

(
∇u(x)∇v(x) + V (x)u(x)v(x)

)
dx = −(Au, v)L2(RN ) if u, v ∈ E−,

(u, v)L2(RN ) if u, v ∈ E0,

0 if u ∈ Ej , v ∈ Ek, j 6= k,

(2.33)
for j, k ∈ {+,−, 0}. Henceforth, the Hilbert space used in this application is E =

(
H1(RN ), || · ||

)
and in addition, it is possible to write

I(u) =
1

2

(
||u+||2 − ||u−||2

)
−
∫
RN

h(x)F (u(x)) dx,

for all u = u+ + u− + u0 ∈ E. Note that the orthogonality among E+, E−, E0, ensures that
u+, u−, u0 are also orthogonal in L2(RN). As usual, ||u||2

L2(RN )
= (u, u)L2(RN ) denotes the norm

and inner product in L2(RN), then (uj , uk)L2(RN ) = 0, j 6= k and j, k ∈ {+,−, 0}.
Denoting by {E (λ)} the spectral family of operator A, in view of Spectral The-

ory (cf. [9], Supplement S1.1 page 386; see also [39] Chapter 3) it is possible to define
E2 := E (0)E = E− ⊕ E0 andE1 := (I − E (0))E. Furthermore, E (0) = E (λ), for all 0 < λ < σ+,
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by the definition of σ+ in (V2), then E1 = (I − E (λ))E, for all 0 < λ < σ+. Hence, by [9] (cf.
Theorem 1.1’, page 394) it follows that σ+||u1||2L2(RN )

≤ ||u1||2, for all u1 ∈ E1. Therefore,

inf
u1∈E1,u1 6=0

||u1||2

||u1||2L2(RN )

≥ σ+,

and then, setting

a0 := inf
u1∈E1,u1 6=0

||u1||2

||h
1
2u1||2L2(RN )

≥ 1

h∞
inf

u1∈E1,u1 6=0

||u1||2

||u1||2L2(RN )

≥ σ+

h∞
> 0, (2.34)

it follows that
||u1||2 ≥ a0

∫
RN

h(x)u2
1(x) dx, (2.35)

for all u1 ∈ E1.
Under all previous assumptions and notations, it is possible to state the first main result

of this section.

Theorem 2.3. Assume V satisfying (V1)− (V2), h satisfying (h1)− (h2) and f satisfying (f1)−
(f3), with a > a0. Then problem (P ) has a nontrivial weak solution u ∈ H1(RN ).

2.3.2 Boundedness of Cerami Sequences

In order to prove Theorem 2.3, first the boundedness of Cerami sequences of I defined
in (2.32) is going to be showed. Subsequently, hypotheses (I1) − (I4) in Theorem 1.4 will be
checked, and then will be possible to ensure the result by applying the theorem concerned. For
now, observe that by (f1) and (f2), given ε > 0 and 2 < p < 2∗ there exists a constant Cε > 0

such that
|F (s)| ≤ ε

2
|s|2 +

Cε
p
|s|p (2.36)

and
|f(s)| ≤ ε|s|+ Cε|s|p−1 (2.37)

for all s ∈ R.
Recall that given (vn) a bounded sequence in H1(RN ), up to subsequences, (vn) satisfies

exactly one of the cases below:

(i) V anishing : for all r > 0,

lim sup
n→+∞

sup
y∈RN

∫
Br(y)

|un(x)|2 dx = 0.
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(ii) Non-vanishing : there exist, r, % > 0 and a sequence (yn) ∈ RN such that

lim sup
n→+∞

∫
Br(yn)

|un(x)|2 dx > %.

Lemma 2.9. Assume that (V1) − (V2), (h1) − (h2) and (f1) − (f3) hold for I and let (un) ⊂ E

be a Cerami sequence of I in an arbitrary level c ∈ R, then (un) is bounded.

Proof. Suppose by contradiction that, up to subsequences, ||un|| → +∞ as n → +∞. Defining
vn :=

un
||un||

it follows that (vn) is a bounded sequence in E. Then vn ⇀ v as n → +∞, up

to subsequences. Since (vn) is bounded it satisfies one of the cases, either vanishing or non-
vanishing. The idea is to show that neither vanishing, nor non-vanishing can occur for (vn),
which yields a contradiction and proves that (un) is bounded.

Firstly, suppose that non-vanishing case holds for (vn), up to subsequences and let
(yn) ⊂ RN be a sequence given by (ii). Whereas (un) is a Cerami sequence, given φ ∈ C∞0 (RN )

set φn(x) := φ(x− yn), then ||φn||H1(RN ) = ||φ||H1(RN ) and

|I ′(un)φn| ≤ ||I ′(un)||E∗ ||φn||E ≤ c1||I ′(un)||E∗ ||φ||H1
0 (RN ) ≤ c2||I ′(un)|| ||φ||E → 0,

as n → +∞, where c1, c2 are positive constants such that ||w||E ≤ c1||w||H1
0 (RN ) ≤ c2||w||E , for

all w ∈ E, by the equivalence of norms. Since ||un|| → +∞, setting

Ωn := {x ∈ RN : |un(x)| 6= 0},

it follows that the Lebesgue measure is µ(Ωn) > 0, therefore putting vn = v+,n + v−,n + v0,n,
where vi,n ∈ Ej , j = +,−, 0 it yields

on(1) =
1

||un||
I ′(un)φn

=
(
v+,n − v−,n, φn

)
−
∫
RN

h(x)
f(un(x))

||un||
φn(x) dx

=
(
v+,n − v−,n, φn

)
−
∫

Ωn

h(x)
f(un(x))

un(x)
vn(x)φn(x) dx.

Setting ṽn(x) = vn(x + yn) and ũn(x) = un(x + yn), note that (ṽn) is bounded in E. In fact,
(vn) is bounded and by the invariance of H1(RN )-norm due to translations, it follows that

||ṽn||E ≤ c1||ṽn||H1(RN ) = c1||vn||H1(RN ) ≤ c2||vn||E = c2.

Hence, up to subsequences,

ṽn ⇀ ṽ = ṽ+ + ṽ− + ṽ0 in E = E+ + E− + E0,

ṽn → ṽ in L2
loc(RN ). (2.38)
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Then, making a change of variables, it yields

on(1) =
1

||un||
I ′(un)φn

=

∫
RN

(
∇v+,n(x)∇φ(x− yn) + v+,n(x)V (x)φ(x− yn)

)
dx

+

∫
RN

(
∇v−,n(x)∇φ(x− yn) + v−,n(x)V (x)φ(x− yn)

)
dx

−
∫
RN

h(x)
f(un(x))

un(x)
vn(x)φ(x− yn) dx

=

∫
RN

(
∇ṽ+,n(x)∇φ(x) + ṽ+,n(x)V (x+ yn)φ(x)

)
dx

+

∫
RN

(
∇ṽ−,n(x)∇φ(x) + ṽ−,n(x)V (x+ yn)φ(x)

)
dx

−
∫
RN

h(x+ yn)
f(ũn(x))

ũn(x)
ṽn(x)φ(x) dx. (2.39)

Now consider two cases:

Case 1. |yn| → +∞. Let K = supp(φ) be the support of φ. Note that due to Remark 2.6
|f(s)| ≤ κ|s| for all s ∈ R, and from (2.38) there exists ζ ∈ L1(K) such that |ṽn(x)| ≤ ζ(x),
almost everywhere in K. Thus,∣∣∣∣h(·+ yn)

f(ũn(·))
ũn(·)

ṽn(·)φ(·)
∣∣∣∣ ≤ h∞κζ(·)φ(·) ∈ L1(K).

On the other hand, ṽn(x) → ṽ(x), almost everywhere in K, and h(x) → 0 as |x| → +∞, in
virtue of (h1), then∣∣∣∣h(x+ yn)

f(ũn(x))

ũn(x)
ṽn(x)φ(x)

∣∣∣∣ ≤ κ|ṽn(x)φ(x)||h(x+ yn)| → 0,

almost everywhere in K as n → +∞. Therefore from Lebesgue Dominated Convergence Theo-
rem, it follows that∫

RN
h(x+ yn)

f(ũn(x))

ũn(x)
ṽn(x)φ(x) dx =

∫
K
h(x+ yn)

f(ũn(x))

ũn(x)
ṽn(x)φ(x) dx→ 0, (2.40)

as n→ +∞. Moreover, V (x+ yn)→ V∞ almost everywhere in RN as n→ +∞, in view of (V1).
Thus, (2.39) and (2.40) yield

on(1) =

∫
K

[
∇ṽ+,n(x)∇φ(x) +

(
V∞ + on(1)

)
ṽ+,n(x)φ(x)

]
dx

+

∫
K

[
∇ṽ−,n(x)∇φ(x) +

(
V∞ + on(1)

)
ṽ−,n(x)φ(x)

]
dx.
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Taking n→ +∞, for any φ ∈ C∞0 (RN ), it follows that∫
RN

[
∇
(
ṽ+(x) + ṽ−(x)

)
∇φ+ V∞

(
ṽ+(x) + ṽ−(x)

)
φ(x)

]
dx = 0,

thus, w = ṽ+ + ṽ− is a weak solution to problem −∆w(x) +V∞w(x) = 0, in RN . Since operator
Laplacian in H1(RN ) does not have eigenfunctions, it implies that w = 0. Thus, ṽ = ṽ0 ∈ E0. If
E0 = {0}, then ṽ = 0 and it yields a contradiction. In fact, by (ii) and (2.38)∫

Br(0)
|ṽ(x)|2 dx = lim sup

n→+∞

∫
Br(0)

|ṽn(x)|2 dx = lim sup
n→+∞

∫
Br(yn)

|vn(x)|2 dx > % > 0.

On the other hand, if E0 is nontrivial, since ||v0,n|| = ||ṽ0,n|| ≤ 1 and E0 is finite dimensional, it
implies that v0,n → v0 in E up to subsequences, with ||v0|| = ||ṽ0|| 6= 0. Hence

on(1) =
1

||un||
I ′(un)v0

=

∫
RN

(
∇v+,n(x)∇v0(x) + v+,n(x)V (x)v0(x)

)
dx

+

∫
RN

(
∇v−,n(x)∇v0(x) + v−,n(x)V (x)v0(x)

)
dx

−
∫
RN

h(x)
f(un(x))

un(x)
vn(x)v0(x) dx

= −
∫
RN

h(x)
f(un(x))

un(x)
v0,n(x)v0(x) dx.

(2.41)

Since h(x)
f(un(x))

un(x)
v0,n(x)v0(x) → ah(x)(v0(x))2, almost everywhere in supp(v0), in virtue of

the same arguments as above, by applying Lebesgue Dominated Convergence Theorem in (2.41)
it yields ∫

RN
ah(x)(v0(x))2 dx = 0,

which contradicts v0 6≡ 0. Therefore (ii) does not occur in this case.

Case 2. (yn) is bounded. Provided that

||ũn|| ≥
c1

c2
||ũn||H1(RN ) =

c1

c2
||un||H1(RN ) ≥

1

c2
||un||,

then ||ũn|| → +∞ as n → +∞. Moreover, there exists Ω ⊂ Br(0), such that the Lebesgue
measure is µ(Ω) > 0 and

0 6= |ṽ(x)| = lim
n→+∞

|ṽn(x)| = lim
n→+∞

|ũn(x)|
||ũn||

,
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almost everywhere in Ω, since ṽ 6≡ 0 in Br(0). Provided that ||ũn|| → +∞, it follows that
|ũn(x)| → +∞, almost everywhere in Ω. Thus, Ω ⊂ Br(0) and h > 0 in Br(0) implies
0 < h0 = inf

x∈Br(0)
{h(x)} and (f3) yields

lim inf
n→+∞

∫
RN

h(x)
[1

2
f(un(x))un(x)− F (un(x))

]
dx

= lim inf
n→+∞

∫
RN

h(x+ yn)
[1

2
f(ũn(x))ũn(x)− F (ũn(x))

]
dx

≥ h0

∫
Ω

lim inf
n→+∞

[1

2
f(ũn(x))ũn(x)− F (ũn(x))

]
dx

= +∞,

since Q(s)→ +∞ as |s| → +∞. However, this is a contradiction with the fact that∫
RN

h(x)
[1

2
f(un(x))un(x)− F (un(x))

]
dx = I(un)− 1

2
I ′(un)un = c+ on(1).

Hence, (ii) does not occur neither in Case 2. Therefore non-vanishing does not hold for (vn).
On the other hand, suppose that vanishing case holds for (vn), up to subsequences. Since

(un) is a Cerami sequence then I ′(un)u+,n → 0 and I ′(un)u−,n → 0 as n→ +∞. Therefore,

on(1) =
I ′(un)u+,n

||un||2
=

1

||un||
I ′(un)v+,n = ||v+,n||2 −

∫
Ωn

h(x)

[
f(un(x))

un(x)
vn(x)v+,n(x)

]
dx

and

on(1) =
I ′(un)u−,n
||un||2

=
1

||un||
I ′(un)v−,n = −||v−,n||2 −

∫
Ωn

h(x)

[
f(un(x))

un(x)
vn(x)v−,n(x)

]
dx.

Subtracting the latter equation from the former one it yields

on(1) = ||v+,n||2 + ||v−,n||2 −
∫

Ωn

h(x)

[
f(un(x))

un(x)
vn(x)

(
v+,n(x)− v−,n(x)

)]
dx

= 1− ||v0,n||2 −
∫

Ωn

h(x)

[
f(un(x))

un(x)

(
v2

+,n(x)− v2
−,n(x)

)]
dx.

Thus, ∫
Ωn

h(x)

[
f(un(x))

un(x)

(
v2

+,n(x)− v2
−,n(x)

)]
dx→ 1− ||v0||2, (2.42)

as n→ +∞. However, since
∣∣∣∣f(s)

s

∣∣∣∣ ≤ κ, for all s ∈ R \ {0} and provided that h ∈ Lq(RN ), with

q =
2∗

2∗ − p
and 2 < 2

2∗

p
< 2∗, Hölder’s Inequality for q and q′ =

2∗

p
and Minkowski’s Inequality

yield
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∣∣∣∣∫
Ωn

h(x)
f(un(x))

un(x)

(
v2

+,n(x)− v2
−,n(x)

)
dx

∣∣∣∣ ≤ κ||h||Lq(RN )

[
||v2

+,n||
L

2∗
p (RN )

+ ||v2
−,n||

L
2∗
p (RN )

]
= κ||h||Lq(RN )

[
||v+,n||2

L
2 2∗
p (RN )

+ ||v−,n||2
L
2 2∗
p (RN )

]
→ 0, (2.43)

as n → +∞, provided that ||vj,n||
L
2 2∗
p (RN )

≤ ||vn||
L
2 2∗
p (RN )

→ 0, for j = +,−, by Lions’

Lemma (cf. [35] and also [57], Lemma 1.21 page 16). Hence, combining (2.42) and (2.43)
it yields ||v0||L2(RN ) = ||v0|| = 1 which also contradicts vanishing condition. Thus, it does
not hold either. Therefore (i) cannot occur for (vn) and this proof is complete.

2.3.3 Setting Some Necessary Hypotheses

Next step is to prove that I satisfies (I1), (I2), (I3) and (I4) in Theorem 1.4. Throughout
this subsection, conditions (I1) and (I2) are proved. First of all, see that I ∈ C1(E,R), due to
the hypotheses assumed about h and f . Moreover, on one hand,

(
Lu, u

)
=
(
L1u1 + L2u2, u1 + u2

)
=
(
L1u1, u1

)
+
(
L2u2, u2

)
,

and on the other hand, denoting by I1 : E1 → E1 the identity operator inE1, and by P− : E2 → E2

the projector operator of E2 on E−, note that u2 ∈ E2 is such that u2 = u− + u0, hence

||u+||2 − ||u−||2 = ||u1||2 − ||u2 − u0||2

=
(
u1, u1

)
−
(
u2 − u0, u2 − u0

)
=

(
I1(u1), u1

)
+
(
− P−(u2), u2

)
.

Thus, setting L1 := I1 and L2 := −P−, it follows that Li : Ei → Ei are bounded, linear and
self-adjoint operators, for i = 1, 2. Therefore I(u) =

1

2

(
Lu, u

)
+B(u), where

B(u) = −
∫
RN

h(x)F (u(x)) dx, (2.44)

and this gives (I1).

In order to prove (I2) the following lemma is needed.

Lemma 2.10. Assume that (h1) − (h2) and (f1) − (f2) hold for I, then B given in (2.44) is
weakly continuous and uniformly differentiable on bounded subsets.

Proof. Let un ⇀ u be a sequence in E, then un(x) → u(x) almost everywhere in RN , and
F (un)(x) → F (u)(x) almost everywhere in RN , since F (s) is a continuous function. Moreover,
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(2.36) yields

|F (un)|
2∗
p ≤

(
ε

2
|un|2 +

Cε
p
|un|p

) 2∗
p

≤ C
(
ε

2
|un|2

2∗
p +

Cε
p
|un|2

∗
)
∈ L1(RN ),

since 2 < 2
2∗

p
< 2∗ and (un) ⊂ E ↪→ Ls(RN ), for 2 ≤ s ≤ 2∗. Thus

(
F (un(·))

)
⊂ L

2∗
p (RN )

is bounded, provided that (un) is bounded in E and then it is bounded in L
2 2∗
p (RN ) and in

L2∗(RN ). Since F (un)(x) → F (u)(x) almost everywhere in RN and ||F (un)||
L

2∗
p (RN )

≤ C

for all n ∈ N, by Brezis-Lieb’s Lemma in [10], F (un) ⇀ F (u) in L
2∗
p (RN ). Provided that (h2)

implies that h ∈ Lq(RN ), where q is the conjugate exponent of
2∗

p
, then

∫
RN

h(x)F (un(x)) dx→
∫
RN

h(x)F (u(x)) dx,

as n→ +∞. Therefore B is weakly continuous.
Showing that B is uniformly differentiable on bounded subsets of E means that given

ε > 0 and BR ⊂ E, there exists δ > 0 such that |B(u + v) − B(u) − B′(u)v| < ε||v||, for all
u+ v ∈ BR with ||v|| < δ. First, note that B satisfies

∣∣B(u+ v)−B(u)−B′(u)v
∣∣ =

∣∣∣∣∫
RN

h(x)
[
F (u(x) + v(x))− F (u(x))− f(u(x))v(x)

]
dx

∣∣∣∣
≤

∫
RN

h(x)|f(z(x))− f(u(x))||v(x)| dx

≤ h
1
2∞

∫
RN

(h(x))
1
2 |f(z(x))− f(u(x))||v(x)| dx, (2.45)

since for ψ(t) := F (u + tv), it yields ψ′(t) = f(u + tv)v. Hence, Mean Value Theorem implies
there exists some function θ(x), such that 0 < θ(x) < 1, almost everywhere in RN and writing
z = u+ θv, it follows that

F (u+ v)− F (u) = ψ(1)− ψ(0) = ψ′(θ) = f(z)v,

almost everywhere in RN . Moreover, provided that h ∈ L∞(RN ), from (2.45)

∣∣B(u+ v)−B(u)−B′(u)v
∣∣ ≤ h

1
2∞||ξ||L2(RN ) ||v||L2(RN )

≤ h
1
2∞C2||ξ||L2(RN )‖|v||, (2.46)

where C2 > 0 is the constant given by the continuous embedding E ↪→ L2(RN ) and

ξ := h
1
2 (·)|f(z(·))− f(u(·))| it belongs to L2(RN ). Indeed, since

2∗

p
is the conjugate exponent of
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q, applying Hölder’s Inequality for q and
2∗

p
it follows that

∫
RN
|ξ|2 dx =

∫
RN

h(x)|f(z(x))− f(u(x))|2 dx

≤ ||h||Lq(RN ) ||f(z(x))− f(u(x))||2
L
2 2∗
p (RN )

< +∞,

since 2 < 2
2∗

p
< 2∗ and |f(u)|2

2∗
p ≤ κ

2 2∗
p |u|2

2∗
p ∈ L1(RN ) due to Remark 2.6. Observe that

by (2.46) is sufficient to show that given ε > 0 and BR ⊂ E, there exists δ > 0 such that
||ξ||L2(RN ) ≤

ε

h
1
2∞C2

for all u+ v ∈ BR with ||v|| < δ.

In order to prove this indirectly, suppose there exists ε0 > 0 and BR0 ⊂ E fixed, such
that for all δ > 0 it is possible to obtain uδ + vδ ∈ BR0 with ||vδ|| < δ and ||ξδ||L2(RN ) >

ε0

h
1
2∞C2

,

where
ξδ = h

1
2 (·)|f(zδ(·))− f(uδ(·))| and zδ = uδ + θvδ.

Choosing δn =
1

n
, for each n ∈ N there exist un + vn ∈ BR0 such that ||vn|| ≤

1

n
and

||ξn||L2(RN ) >
ε0

h
1
2∞C2

.

Hence, vn → 0 in E and un ⇀ u in E, up to subsequences as n→ +∞. In addition, zn ⇀ u in
E and zn(x), un(x)→ u(x) almost everywhere in RN , up to subsequences. Thus,

|f(zn(x))− f(un(x))|2 → 0,

almost everywhere in RN as n → +∞. Moreover, (zn) and (un) are bounded in E and the
Sobolev embedding L2 2∗

p (RN ) ↪→ E holds, then

|| |f(zn)− f(un)|2||
2∗
p

L
2∗
p (RN )

≤ C

(
||f(zn)||

2 2∗
p

L
2 2∗
p (RN )

+ ||f(un)||
2 2∗
p

L
2 2∗
p (RN )

)
≤ Cκ

2 2∗
p

(
||zn||

2 2∗
p

L
2 2∗
p (RN )

+ ||un||
2 2∗
p

L
2 2∗
p (RN )

)
≤ C(C

2 2∗
p
κ)

2 2∗
p

(
||zn||2

2∗
p + ||un||2

2∗
p

)
≤ 2C(C

2 2∗
p
κR0)

2 2∗
p .

Therefore, the sequence (|f(zn)−f(un)|2) is bounded in L
2∗
p (RN ). Applying Brezis-Lieb’s Lemma

again, it yields |f(zn) − f(un)|2 ⇀ 0 in L
2∗
p (RN ) as n → +∞. Since h ∈ Lq(RN ), which is the
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dual space of L
2∗
p (RN ), by weak convergence it yields

||ξn||2L2(RN ) =

∫
RN

h(x)|f(zn(x))− f(un(x))|2 dx→ 0,

as n→ +∞, which contradicts ||ξn||L2(RN ) >
ε0

h
1
2∞C2

and completes the proof.

2.3.4 Linking Geometry

This subsection is devoted to obtain the linking geometry in (I3), to observe that (I4)

comes from the boundedness in Subsection 2.3.2, and finally to prove Theorem 2.3.
First, for the linking structure, choose Q = {re : r ∈ [0, r1]} ⊕ (E2 ∩ Br2), and

S = ∂Bρ ∩ E1, where 0 < ρ < r1 < r2 are constants and e ∈ E1, ||e|| = 1, must be a suit-
able vector. Then, observe that if a as in (f2) is such that a > a0, for ε > 0 small enough and
aε := a − ε, it follows that a > aε > a0, and by the definition of a0 in (2.34), there exists some
e0 ∈ E1 such that

a0

∫
RN

h(x)e2
0(x) dx ≤ ||e0||2 ≤ aε

∫
RN

h(x)e2
0(x) dx.

Normalizing e0 it follows that e :=
e0

||e0||
∈ E1 is such that

1 = ||e||2 =

∫
RN

(
|∇e(x)|2 + V (x)e2(x)

)
dx ≤ aε

∫
RN

h(x)e2(x) dx. (2.47)

Therefore, choose such e for the structure of Q. Furthermore, by Lemma 1.1 S and ∂Q

“link” , where ∂Q can be written as ∂Q = Q1 ∩ Q2 ∩ Q3, with Q1 = {0} ⊕ (E2 ∩ Br2),

Q2 = {re : r ∈ [0, r1]} ⊕ (E2 ∩ ∂Br2) and Q3 = {r1e} ⊕ (E2 ∩Br2). The following lemma shows
that I satisfies (I3) (i)− (ii) in Theorem 1.4 for some α > 0, ω = 0, and arbitrary v ∈ E2.

Lemma 2.11. Assume that (V1)− (V2), (h1)− (h2) and (f1)− (f2) hold for I. For Q and S as
above, and for sufficiently large r1 > 0, I|S ≥ α > 0 and I|∂Q ≤ 0 hold, for some α > 0.

Proof. By definition, S ⊂ E1, hence for all u1 ∈ S it yields

I(u1) =
1

2
||u1||2 −

∫
RN

h(x)F (u1(x)) dx

≥ 1

2
ρ2 − h∞

∫
RN

(
ε

2
|u1(x)|2 +

Cε
p
|u1(x)|p

)
dx

≥ 1

2
ρ2 − h∞

(
ε

2
C2

2 ||u1||2 +
Cε
p
Cpp ||u1||p

)
= ρ2

(
1

2

(
1− εh∞C2

2

)
− Cε

p
h∞C

p
pρ

p−2

)
. (2.48)
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Thus, if ε, ρ are sufficiently small, 1 > εh∞C
2
2 and also

d1 :=
1

2

(
1− εh∞C2

2

)
>
Cε
p
h∞C

p
pρ

p−2 =: d2,

therefore from (2.48) it holds I(u1) ≥ ρ2(d1 − d2) = α > 0.

Now, for the purpose of checking that I|∂Q ≤ 0 < α, consider the three cases as follows:
Case i. u ∈ Q1 ⊂ E2, thus

I(u) = −1

2
||u||2 −

∫
RN

h(x)F (u(x)) dx ≤ 0,

since h(x)F (u(x)) ≥ 0, for all x ∈ RN .
Case ii. u ∈ Q2, thus u = u1 +u2, where u1 = re, with 0 ≤ ||u1|| = r ≤ r1 and ||u2|| = r2 > r1,
therefore

I(u) =
1

2

(
||u1||2 − r2

2

)
−
∫
RN

h(x)F (u(x)) dx ≤ 1

2

(
r2

1 − r2
2

)
< 0.

Case iii. u ∈ Q3, thus u = r1e+ u2, where 0 ≤ ||u2|| ≤ r2. If r1 ≤ ||u2|| ≤ r2, then

I(u) =
1

2

(
r2

1 − ||u2||2
)
−
∫
RN

h(x)F (u(x)) dx ≤ 1

2

(
r2

1 − r2
1

)
≤ 0.

If 0 ≤ ||u2|| < r1, put u2 = r1v2, where v2 ∈ B1 ∩ E2. Thus,

I(u) =
1

2
r2

1

(
1− ||v2||2

)
−
∫
RN

h(x)F (u(x)) dx

≤ 1

2
r2

1

(
1−

∫
RN

2h(x)
F
(
r1(e(x) + v2(x))

)
r2

1

dx

)
. (2.49)

Now, observe that

∣∣∣∣∣2h(·)
F
(
r1(e(·) + v2(·))

)
r2

1

∣∣∣∣∣ ≤ h∞κ|e(·) + v2(·)|2 ∈ L1(RN ), for all r1 > 0, since

e, v2 ∈ L2(RN ). Moreover, from (f2) it follows that

2h(x)
F
(
r1(e(x) + v2(x))

)
r2

1

→ ah(x)
(
e(x) + v2(x)

)2
,

almost everywhere in RN as r1 → +∞. Lebesgue Dominated Convergence Theorem yields∫
RN

2h(x)
F
(
r1(e(x) + v2(x))

)
r2

1

dx→ a

∫
RN

h(x)
[
e(x) + v2(x)

]2
dx,

as r1 → +∞, for all v2 ∈ B1 ∩ E2 fixed.
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Claim. The limit

lim
r1→+∞

∫
RN

2h(x)
F
(
r1(e(x) + v2(x))

)
r2

1

dx = a

∫
RN

h(x)
[
e(x) + v2(x)

]2
dx,

is uniform for v2 ∈ B1 ∩ E2.

Assume that claim postponing its proof, so as to conclude case iii). From the uniform
convergence in B1 ∩ E2, for each ε > 0 there exists r0 > 0 such that, for all r1 ≥ r0∫

RN

[
a− 2

F
(
r1(e(x) + v2(x))

)
r2

1(e(x) + v2(x))2

]
h(x)

(
e(x) + v2(x)

)2
dx < ε

∫
RN

h(x)
(
e(x) + v2(x)

)2
dx,

for all v2 ∈ B1 ∩ E2. Thus,

1

2
r2

1

(
1−

∫
RN

2h(x)
F
(
r1(e(x) + v2(x))

)
r2

1

dx

)
<

1

2
r2

1

(
1− aε

∫
RN

h(x)
(
e(x) + v2(x)

)2
dx

)
,

(2.50)
where aε = (a− ε). Now, observe that e and v2 are orthogonal, then∫

RN
h(x)

(
e(x) + v2(x)

)2
dx =

∫
RN

h(x)
[
e2(x) + v2

2(x)
]
dx ≥

∫
RN

h(x)e2(x) dx.

Hence, from (2.50)

1

2
r2

1

(
1−

∫
RN

2h(x)
F
(
r1(e(x) + v2(x))

)
r2

1

dx

)
<

1

2
r2

1

(
1− aε

∫
RN

h(x)e2(x) dx

)
,

and thus, substituting in (2.49), it yields

I(u) <
1

2
r2

1

(
1− aε

∫
RN

h(x)e2(x) dx

)
. (2.51)

Therefore, from (2.47) and (2.51) it follows that I(u) < 0, and the result holds.
In order to prove the claim, it is necessary to prove that

lim
r1→+∞

∫
RN

[
a− 2

F
(
r1(e(x) + v2(x))

)
r2

1(e(x) + v2(x))2

]
h(x)

(
e(x) + v2(x)

)2
dx = 0,

uniformly in v2 ∈ B1 ∩ E2, which gives the result. First of all, define for all n ∈ N, functional
Jn : B1 ∩ E2 → R given by

Jn(v2) :=

∫
RN

[
a− 2

F
(
n(e(x) + v2(x))

)
n2(e(x) + v2(x))2

]
h(x)

(
e(x) + v2(x)

)2
dx.
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The continuity of F implies that Jn is continuous for all n ∈ N. From (f2) and by the equivalence
of H1 and E norms,

0 ≤ Jn(v2) ≤ ah∞
(
||e||2L2(RN ) + ||v2||2L2(RN )

)
≤ 2C2

2ah∞,

for all v2 ∈ B1∩E2. Then, seeing that E2 is finite dimensional, B1∩E2 is compact, and since Jn
is continuous in B1∩E2, it attains a maximum value, denoted by un ∈ B1∩E2. Considering this
sequence of maximums (un), and provided that ||un|| ≤ 1 for all n ∈ N, the sequence is bounded.
Again, provided that E2 is finite dimensional such a sequence converges, up to subsequences,
in B1 ∩ E2, namely, un → u in the E−norm. Moreover, for all v2 ∈ B1 ∩ E2, for all n ∈ N,
0 ≤ Jn(v2) ≤ Jn(un) holds, that is

0 ≤
∫
RN

[
a− 2

F
(
n(e(x) + v2(x))

)
n2(e(x) + v2(x))2

]
h(x)

(
e(x) + v2(x)

)2
dx

≤
∫
RN

[
a− 2

F
(
n(e(x) + un(x))

)
n2(e(x) + un(x))2

]
h(x)

(
e(x) + un(x)

)2
dx. (2.52)

Now, note that un(x)→ u(x) almost everywhere in RN , then from (f2)[
a− 2

F
(
n(e(x) + un(x))

)
n2(e(x) + un(x))2

]
h(x)

(
e(x) + un(x)

)2 → 0,

almost everywhere in RN as n → +∞. More than this, since un → u in E, then un → u in
L2(RN ), then there exists ψ ∈ L1(RN ) such that |un(x)|2 ≤ ψ(x) almost everywhere in RN , thus

0 ≤

[
a− 2

F
(
n(e(·) + un(·))

)
n2(e(·) + un(·))2

]
h(·)

(
e(·) + un(·)

)2 ≤ ah∞(e(·) + ψ(·)
)2 ∈ L1(RN ).

By Lebesgue Dominated Convergence Theorem, it follows

lim
n→+∞

∫
RN

[
a− 2

F
(
n(e(x) + un(x))

)
n2(e(x) + un(x))2

]
h(x)

(
e(x) + un(x)

)2
dx = 0,

Now, applying in (2.52) the limit as n→ +∞, Sandwich Theorem yields

lim
n→+∞

∫
RN

[
a− 2

F
(
n(e(x) + v2(x))

)
n2(e(x) + v2(x))2

]
h(x)

(
e(x) + v2(x)

)2
dx = 0,

uniformly for all v2 ∈ B1 ∩ E2 and the claim is proved.

In order to verify (I4), fix b > 0 and take (un) such that I(un) ⊂ [c− b, c+ b] and
||I ′(un)||

(
1 + ||un||

)
→ 0 as n → +∞. Suppose that (un) is unbounded and take (unk) ⊂ (un)

such that ||unk || → +∞ as k → +∞. Seeing that I(unk) ⊂ [c − b, c + b] is bounded in R, it
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implies that I(unk) → d, up to subsequences. Then, (unk) is a Cerami sequence on level d, up
to subsequences, hence (unk) is bounded up to subsequences, by Lemma 2.9. However, it yields
a contradiction, since ||unk || → +∞ as k → +∞. Thus, (un) is bounded.

Now, after all theses results, one is finally ready to prove Theorem 2.3.

Proof of Theorem 2.3. In view of all assumptions I satisfies (I1), (I2), (I3) and (I4) in Theorem
1.4, so it is possible to apply this theorem for I. Theorem 1.4 provides a c ≥ α > ω = 0, critical
value of I. Therefore, there exists u ∈ E such that I(u) = c > 0 and I ′(u) = 0, hence, u 6= 0,
since I(u) > 0. Provided that I ∈ C1(E,R), it follows that u is a nontrivial weak solution to
(P ) in H1(RN ).

Remark 2.7. Note that problem (P ) in (2.31), has just been solved with conditions on potential
V , which ensures a spectrum with negative and positive parts. Such conditions implied that the
subspace E−, corresponding to negative spectrum, was finite dimensional (cf. Remark 2.5)).
Although the fact of E2 = E−⊕E0 being finite dimensional was not necessary to apply Theorem
2.3, this information was used to obtain the linking geometry (cf. the proof of claim in Lemma
2.11). However, with minor changes it is possible to prove the linking geometry indirectly, without
the assumption that dimE2 is finite.

2.3.5 A Schrödinger Operator with Purely Absolutely Continuous

Spectrum

Since Theorem 1.4 does not require that any subspace in the linking decomposition needs
to be finite dimensional, the main goal of this section is to work with the same problem, but
assuming on V conditions which gives both subspaces in the linking decomposition being infinite
dimensional. Henceforth, consider problem (P ), but replacing condition (V1) on V by

(V ′1) V ∈ C(RN ,R) is (2π)-periodic in xi, i = 1, ..., N ,

and also assuming condition (V2). Assumptions on h and f are the same as before.

Remark 2.8. In view of (V ′1), potential V is periodic and continuous, hence bounded. In ad-
dition, Spectral Theory asserts that operator A has pure absolutely continuous spectrum, which
is bounded from below and consists of closed disjoint intervals (cf. [9] Section 3.5). Namely,
σ(A) = σess(A) = σac(A) = ∪[αi, βi]. In view of (V2), operator A has nonempty negative and
positive spectra, and 0 is in the gap between them. Indeed, if 0 ∈ σ(A) it would be an isolated
point of the spectrum, which contradicts the fact that operator A has pure continuous spectrum.
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Moreover, since σ(A) = σess(A) negative and positive spectrum are both part of essential spec-
trum. Thus, if {E (λ)} is the spectral family of operator A, by Spectral Theory and essential
spectrum definition (cf. [9] and [44]), the subspaces associated to negative and positive spectrum,
namely E (0)(H1(RN )) and (I − E (0))(H1(RN )) are both infinite dimensional.

Setting E1 := (I − E (0))(H1(RN )) and E2 := E (0)(H1(RN )), these subspaces are such
that operator A is positive definite in the former and negative definite in the latter. Indeed, by
the spectral family definition (cf. [9], Theorem 1.1’, page 394; see also [39] Chapter 3), for all
u1 ∈ E1 and for all u2 ∈ E2 it yields

σ+||u1||2L2(RN ) ≤
∫
RN

(
|∇u1(x)|2 + V (x)u2

1(x)
)
dx

and
−σ−||u2||2L2(RN ) ≤ −

∫
RN

(
|∇u2(x)|2 + V (x)u2

2(x)
)
dx.

Because of this, it is possible to proceed similarly as before and consider the norm induced by
operator A:

||u||2 :=



∫
RN

(
|∇u|2 + V (x)u2

)
dx = (Au, u)L2(RN ), if u ∈ E1,

−
∫
RN

(
|∇u|2 + V (x)u2

)
dx = −(Au, u)L2(RN ), if u ∈ E2,

which is equivalent to the usual norm inH1(RN ). Denote E = (H1(RN ), ||·||), then E = E1⊕E2,
namely every u ∈ E can be uniquely written as u = u1 + u2, with ui ∈ Ei and

||u||2 = ||u1||2 + ||u2||2 = (Au1, u1)L2(RN ) − (Au2, u2)L2(RN ).

Here all conclusions from Remark 2.6 also hold, and again functional I : E → R associated to
(P ) is written as

I(u) =
1

2

(
||u1||2 − ||u2||2

)
−
∫
RN

h(x)F (u(x)) dx,

for all u = u1 + u2 ∈ E.

Now it is possible to state the second main result of this section.

Theorem 2.4. Let consider problem (P ) with V satisfying (V ′1)− (V2), h satisfying (h1)− (h2)

and f satisfying (f1) − (f3), with a > a0. Then (P ) has a nontrivial weak solution
u ∈ H1(RN ).

Under the purpose of applying Theorem 1.4 to solve this problem, proceeding as before it
is necessary to prove the boundedness of Cerami sequences, and then, to show that this problem
satisfies all required assumptions of Abstract Linking Theorem.
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Lemma 2.12. Assume that (V ′1)− (V2), (h1)− (h2) and (f1)− (f3) hold for I. Let (un) ⊂ E be
a Cerami sequence of I in an arbitrary level c ∈ R, then (un) is bounded.

Proof. Seeking a contradiction, argue as in Lemma 2.9, showing that neither vanishing nor non-
vanishing can hold for (vn) =

un
||un||

. In order to show that vanishing case is impossible, the proof

is exactly the same, considering the case E0 = {0}, so it is omitted here. For non-vanishing case,
it is possible to follow the same lines as Lemma 2.9 up to the analysis of cases 1 and 2. Namely,
when (yn) ⊂ RN given by non-vanishing condition is bounded or unbounded. Here, just assume
that (yn) is always bounded. In fact, if (yn) is unbounded, provided that V is (2π)-periodic
in xi, i = 1, ..., N , (yn) can be replaced by another bounded sequence (xn) ⊂ RN such that
V (x+ yn) = V (x+ xn) for all n ∈ N. Arguing likewise as in Case 2, non-vanishing cannot hold
either. Therefore, it yields a contradiction and (un) is bounded.

Furthermore, observe that as before I ∈ C1(E,R), due to the hypotheses assumed about
h and f . Moreover, on one hand,

(
Lu, u

)
=
(
L1u1 + L2u2, u1 + u2

)
=
(
L1u1, u1

)
+
(
L2u2, u2

)
,

and on the other hand, denoting by Ii : Ei → Ei the identity operator in Ei for i = 1, 2, note
that

||u1||2 − ||u2||2 =
(
u1, u1

)
−
(
u2, u2

)
=
(
I1(u1), u1

)
+
(
− I2(u2), u2

)
.

Thus, setting Li := (−1)i+1Ii for i = 1, 2, it follows that Li : Ei → Ei are bounded, linear and
self-adjoint operators, for i = 1, 2. Thus, I satisfies (I1) in Theorem 1.4 as before, and since
all assumptions are kept on h and f , then (I2) and (I4) also hold here with the same proofs.
Therefore, it is only necessary to show the linking geometry in (I3), which will have a different
proof in this case, provided that E2 is infinite dimensional. First of all, set S := ∂Bρ ∩ E1

and Q = {re+ u2 : r ≥ 0, u2 ∈ E2, ||re+ u2|| ≤ r1}, where 0 < ρ < r1 are constants and e ∈
E1, ||e|| = 1, is chosen as before. In fact, assuming a > a0, by the definition of a0, there exists
some unitary e ∈ E1 such that

a0

∫
RN

h(x)e2(x) dx ≤ ||e||2 = 1 < a

∫
RN

h(x)e2(x) dx. (2.53)

Such e makes the following lemma true. Moreover, it is possible to show that S and Q “link”
following the same lines as in Lemma 1.1. Next lemma shows the linking geometry (I3) (i)− (ii)

of Theorem 1.4, for some α > 0, ω = 0 and arbitrary v ∈ E2.

Lemma 2.13. Assume that (V ′1) − (V2), (h1) − (h2) and (f1) − (f2) hold for I. For Q and S
as above, and for sufficiently large r1 > 0, it follows that I|S ≥ α > 0 and I|∂Q ≤ 0, for some
α > 0.
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Proof. The proof that I|S ≥ α > 0, for some α > 0, is the same in Lemma 2.11, thus it is not
repeated here. In purpose of proving that I|∂Q ≤ 0, observe that I(u2) ≤ 0, for all u2 ∈ E2, then
it suffices to show that I(re+ u) ≤ 0 for r > 0, u ∈ E2 and ||re+ u|| ≥ r1, for some r1 > 0 large
enough. Arguing indirectly assume that for some sequence (rne+ un) ⊂ R+e⊕ E2 such that
||rne+un|| → +∞, I(rne+un) > 0 holds for all n ∈ N. Then, seeking a contradiction, the desired
result holds. Firstly, set vn :=

rne+ un
||rne+ un||

= sne+ wn, where sn ∈ R+, wn ∈ E2 and ||vn|| = 1.

Provided that (vn) is bounded, up to subsequences it follows that vn ⇀ v = se+w in E. Then,
vn(x) → v(x) almost everywhere in RN , and seeing that 1 = ||sne + wn||2 = s2

n + ||wn||2, it
ensures that 0 ≤ s2

n ≤ 1, wn ⇀ w in E and sn → s in R+. Then it yields

I(rne+ un)

||rne+ un||2
=

s2
n

2
||e||2 − 1

2
||wn||2 −

∫
RN

h(x)
F (rne(x) + un(x))

||rne+ un||2
dx

= s2
n −

1

2
−
∫
RN

h(x)
F (rne(x) + un(x))

||rne+ un||2
dx > 0, (2.54)

and hence
1

2
< s ≤ 1. Moreover, from (2.53) there exists a bounded domain Ω0 ⊂ RN such that

1 < a

∫
Ω0

h(x)e2(x) dx.

Hence, supp(e) ∩ Ω0 6= ∅, and it follows that

0 > s2 − s2a

∫
Ω0

h(x)e2(x) dx

≥ s2

(
1− a

∫
Ω0

h(x)e2(x) dx

)
− (1− s2)− a

∫
Ω0

h(x)w2(x) dx

= s2

(
2− a

∫
Ω0

h(x)e2(x) dx

)
− 1− a

∫
Ω0

h(x)w2(x) dx. (2.55)

On the other hand, since vn ⇀ v in E, it converges strongly in L2(Ω0), then from assumption
(f1) it follows that ∣∣∣∣h(·)F (rne(·) + un(·))

||rne+ un||2

∣∣∣∣ ≤ h∞κ2 v2
n(·) ≤ ψ(·) ∈ L1(Ω0).

In addition, by (f2), and since ||rne+ un|| → +∞ as n→ +∞, it also follows that

h(x)
F (rne(x) + un(x))

||rne+ un||2
= h(x)

F (vn(x)||rne(x) + un(x)||)v2
n(x)

vn(x)2||rne+ un||2
→ h(x)

a

2
v2(x),

almost everywhere in Ω0∩ supp(v), which is not empty since v = se + w, (e, w)L2(RN ) = 0 and
supp(e) ∩ Ω0 6= ∅. Thus, by Lebesgue Dominated Convergence Theorem,
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∫
Ω0

h(x)
F (rne(x) + un(x))

||rne+ un||2
dx→ a

2

∫
Ω0

h(x)
(
s2e2(x) + w2(x)

)
dx,

as n→ +∞. From (2.54)

0 < 2s2
n − 1− 2

∫
Ω0

h(x)
F (rne(x) + un(x))

||rne+ un||2
dx, (2.56)

and passing (2.54) to the limit as n→ +∞, it yields

0 ≤ 2s2 − 1− a
∫

Ω0

h(x)
(
s2e2(x) + w2(x)

)
dx

= s2

(
2− a

∫
Ω0

h(x)e2(x) dx

)
− 1− a

∫
Ω0

h(x)w2(x) dx, (2.57)

which is contrary to (2.55). Therefore the lemma is proved.

By Lemma 2.13, functional I satisfies (I3) of Theorem 1.4. Now, Theorem 2.4 can be
proved.

Proof of Theorem 2.4. As proved along this section, due to all hypotheses on I, it satisfies (I1)−
(I4) in Theorem 1.4. Applying Theorem 1.4, it is obtained c ≥ α > 0, a critical value of I. Thus,
there exists u ∈ E, such that I(u) = c > 0 and I ′(u) = 0, provided that I(u) > 0, then u 6= 0.
Since I ∈ C1(E,R), u is a nontrivial weak solution to (P ) in H1(RN ).
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Chapter

3
A Radial Nonlinear Schrödinger

Equation

This chapter aims to find solution to a radial nonlinear Schrödinger equation with a
sign-changing potential and an asymptotically linear nonlinearity.

For N ≥ 3 consider the radial problem (Pr) given by

−∆u+ V (x)u = g(x, u) in RN , (3.1)

where potential V satisfies:

(V1)r V ∈ L∞(RN ) is a radial sign-changing function, V (x) = V (|x|) = V (r), r ≥ 0;

(V2)r Setting V̄ (r) = V (r) +
(N − 1)(N − 3)

4r2
and Ā := − d2

dr2
+ V̄ (r), an operator of L2(0,+∞),

0 /∈ σess(Ā) and

sup
[
σ(Ā) ∩ (−∞, 0)

]
= σ− < 0 < σ+ = inf

[
σ(Ā) ∩ (0,+∞)

]
.

Setting A := −∆ + V (x) as an operator of L2(RN ), since V ∈ L∞(RN ), A as well as
Ā are self-adjoint operators. Due to Hardy’s Inequality, operator Ā is treated in H1

0 (0,+∞),
which can be written as H1

0 (0,+∞) = H− ⊕ H0 ⊕ H+, with H−, H0, H+ the subspaces of
H1

0 (0,+∞) where Ā is respectively negative, null and positive definite. In view of (V2)r each
u ∈ H+ satisfies σ+||u||2L2(0,+∞) ≤ (Āu, u)L2(0,+∞). Moreover, given u ∈ H1

0 (0,+∞) and setting

w := r
1−N

2 u, it yields w ∈ H1
rad(RN ) (cf. [53] Section 3), where H1

rad(RN ) is the subspace of the
radially symmetric functions in H1(RN ). In addition, changing variables, w satisfies

||w||2L2(RN ) =

∫
RN
|w(x)|2 dx = ωN

∫ +∞

0
|u(x)|2dr = ωN ||u||2L2(0,+∞),
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and

(Aw,w)L2(RN ) =

∫
RN

(
|∇w(x)|2 + V (x)w(x)2

)
dx

= ωN

∫ +∞

0

(
|u′(r)|2 + V̄ (r)u(r)

)
dr

= ωN (Āu, u)L2(0,+∞),

where ωN is the (N − 1)−dimensional surface measure of the sphere SN−1 ⊂ RN . Hence
σ+||w||2

L2(RN )
≤ (Aw,w)L2(RN ). On the other hand, if some function w̃ ∈ H1

rad(RN ) satisfied

0 < (Aw̃, w̃)L2(RN ) < σ+||w̃||2L2(RN ),

by density it could be regarded as a smooth function and then setting ũ := r
N−1

2 w̃, it would
belong to H+ and would satisfy

σ+||ũ||2L2(0,+∞) > (Āũ, ũ)L2(0,+∞),

which contradicts (V2)r. Hence, writing H1
rad(RN ) = E− ⊕ E0 ⊕ E+, with E−, E0, E+ the

subspaces where A is respectively negative, null and positive definite, if w ∈ E+ it satisfies
σ+||w||2

L2(RN )
≤ (Aw,w)L2(RN ).

Remark 3.1. Note that if σ+ is an eigenvalue of Ā with eigenfunction u, the same argument
as above shows that σ+ is an eigenvalue of A, with a radial eigenfunction w = r

1−N
2 u ∈ E+. On

the other hand, if σ+ is not an eigenvalue of Ā, since it belongs to σess(Ā), given ε > 0 there
exist uε ∈ H+ such that

σ+||uε||2L2(0,+∞) < (Āuε, uε)L2(0,+∞) < (σ+ + ε)||uε||2L2(0,+∞),

which ensures that wε := r
1−N

2 uε ∈ E+ satisfies

σ+||wε||2L2(RN ) < (Awε, wε)L2(RN ) < (σ+ + ε)||wε||2L2(RN ).

Therefore,

σ+ = inf
w∈E+

(Aw,w)L2(RN )

||w||2
L2(RN )

. (3.2)

Applying the same arguments comparing H− and E−, it yields

−σ− = inf
w∈E−

−(Aw,w)L2(RN )

||w||2
L2(RN )

. (3.3)

From hypothesis (V2)r either 0 /∈ σ(Ā) or it is an isolated eigenvalue of Ā. Since by
assumption 0 /∈ σess(Ā), if 0 ∈ σ(Ā) it is an eigenvalue of finite multiplicity, hence ker(Ā) is
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finite dimensional. The same conclusions hold for A, since there exists a correspondence between
the eigenfunctions of Ā and the radial eigenfunctions of A. Furthermore, u1, u2 ∈ H1

0 (0,+∞) are
orthogonal in L2(0,+∞) iff w1 = r

1−N
2 u1 and w2 = r

1−N
2 u2 are orthogonal in L2(RN ). Indeed,∫ +∞

0
u1(r)u2(r)dr =

1

ωN

∫
RN

w1(x)w2(x) dx.

Therefore, H i is infinite dimensional iff Ei is infinite dimensional, for i = −, 0, +.

A typical example of V satisfying (V1)r − (V2)r is a suitable continuous, periodic and

sign-changing V (r), such that 0 /∈ σ
(
− d2

dr2
+ V (r)

)
, hence 0 is in a gap of the spectrum, which

is composed by closed intervals. Since V (r) is continuous and changes sign, − d2

dr2
+ V (r) has

positive and negative spectrum. Moreover, V̄ = V + VN , where VN (r) =
(N − 1)(N − 3)

4r2

decays sufficiently fast, then it is a Kato’s potential and hence Ā−compact, which ensures

σess(Ā) = σ
(
− d2

dr2
+ V (r)

)
by Weyl’s theorem (cf. [37], Corollary 11.3.6 page 290, or [44]

Corollary 2 page 113, and also [26] Sections 14.2-14.3), thus 0 /∈ σess(Ā) and σ(Ā) also has
positive and negative part. Therefore, (V2)r is satisfied.

Remark 3.2. Simple examples of potentials which satisfy or not our assumptions:

Ex 1. V (r) = cos(r) satisfies (V1)r − (V2)r by the previous observations.

Ex 2. V (r) =
1

1 + r2
− 1

2
, does not satisfy (V2)r, since 0 ∈ σess(Ā). In fact, lim

r→+∞
V (r) = −1

2
,

hence σess(Ā) = σess(A) = [−1

2
,+∞).

Moreover, the nonlinearity g satisfies:

(g1) g(x, s) ∈ C(RN × R,R) is a radial function such that lim
|s|→0

g(x, s)

s
= 0, uniformly in x and

for all t ∈ R,

G(x, t) =

∫ t

0
g(x, s)ds ≥ 0;

(g2) lim
|s|→+∞

g(x, s)

s
= h(x), uniformly in x, where h ∈ L∞(RN );

(g3) a0 = inf
x∈RN

h(x) > σ+ = inf [σ(A) ∩ (0,+∞)] ;

(g4) Setting O := A −H , where H is the operator multiplication by h(x) in L2(RN ) and
denoting by σp(O) the point spectrum of O,

0 /∈ σp(O);

(g5) Defining Q(x, s) :=
1

2
g(x, s)s−G(x, s) ≥ 0 for all (x, s) ∈ RN ×R and Σ := min{σ+,−σ−},
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there exists δ0 > 0 such that

g(x, s)

s
≥ Σ− δ0 =⇒ Q(x, s) ≥ δ0.

An example of g satisfying (g1) − (g5) is an asymptotically linear continuous function
such that h(x) ≡ a0 > σ+ as in (g3), then for a periodic V , since σ(A) is pure absolutely
continuous, a0 /∈ σp(A) and hence 0 /∈ σp(O) as in (g4). Model nonlinearities which appear in
Physics of propagations of laser beams in nonlinear medium with saturations are for instance

g(s) =
s3

1 + a−1
0 s2

and g(s) =

(
a0 −

1

exp s2

)
s.

Remark 3.3. Due to (g1) − (g2), given ε > 0 and 2 ≤ p ≤ 2∗ there exists a constant Cε > 0

such that
|g(x, s)| ≤ ε|s|+ Cε|s|p−1, (3.4)

and hence
|G(x, s)| ≤ ε

2
|s|2 +

Cε
p
|s|p, (3.5)

for all s ∈ R, and for all x ∈ RN .

3.1 Variational Setting

Let I : H1(RN )→ R be the functional associated to problem (3.1), then I is given by

I(u) =
1

2
(Au, u)L2(RN ) −

∫
RN

G(x, u) dx. (3.6)

Note that in view of (V1)r and (g1)−(g2), I : H1(RN )→ R is well defined and I ∈ C1(H1(RN ),R).
Thus, as usual, a weak solution to (Pr) is a critical point of I : H1(RN ) → R, a function
u ∈ H1(RN ) such that for all v ∈ H1(RN )

I ′(u)v = (Au, v)L2(RN ) −
∫
RN

g(x, u(x))v(x) dx = 0.

Nevertheless, since V and G are radial functions, in order to apply Theorem 1.4, it is convenient
to define E := H1

rad(RN ), which is the Hilbert subspace of all radial symmetric functions in
H1(RN ) and consider I : E → R. In fact, functions in E satisfy special properties that make
true all necessary hypotheses on I : E → R, for example, recall that by Strauss [51] (cf. also [8]
Theorem A.I’.) E is compactly embedded in Lβ(RN ), for any β ∈ (2, 2∗).

DefiningQA : E → R byQA(u) :=

∫
RN
|∇u(x)|2 dx+

∫
RN

V (x)u2(x) dx =
1

2
(Au, u)L2(RN ),

it is a continuous quadratic form on E. Since E0, E−, E+ are the closed subspaces of E on which
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QA is null, negative and positive definite, then as noticed before E = E0 ⊕ E− ⊕ E+. More-
over, if BQA [u, v] = (Au, v)L2(RN ) for all u, v ∈ E, is the bilinear form associated to QA and
u, v belong to distinct such subspaces, then BQA [u, v] = 0 and QA(u + v) = QA(u) + QA(v).
In addition E0, E−, E+ are mutually orthogonal in the L2(RN )-inner product. Hence, for
u = u0 + u+ + u− ∈ E, it is suitable to take as a norm in E the expression

||u||2 = ||u||2E := ||u0||2L2(RN ) +QA(u+)−QA(u−),

which is equivalent to the standard norm ofH1(RN ). With the associated inner product, obtained
by means of BQA [u, v], this norm makes E a Hilbert space with orthogonal subspaces E0, E+, E−.
In fact, by (V2)r and Remark 3.1 for all u+ ∈ E+ and for all u− ∈ E− it yields

σ+||u+||2L2(RN ) ≤
∫
RN

(
|∇u+(x)|2 + V (x)(u+(x))2

)
dx = ||u+||2, (3.7)

and
−σ−||u−||2L2(RN ) ≤ −

∫
RN

(
|∇u−(x)|2 + V (x)(u−(x))2

)
dx = ||u−||2, (3.8)

which ensures that the norm chosen above is equivalent to the standard norm in H1
rad(RN ), once

E0 = ker(A) is finite dimensional.

Observe that, I(u) = QA(u)−
∫
RN

G(x, u(x)) dx, for all u ∈ E and since E is a subspace

ofH1(RN ), I ∈ C1(E,R). Moreover, I is indefinite on E, henceforth the goal is to apply Theorem
1.4 so as to get a critical point to I restricted to E, and by applying the Principle of Symmetric
Criticality (cf. [38]) conclude the critical point is actually a critical point to I : H1(RN ) → R,
namely a weak solution to (Pr). The main result of this chapter is stated below.

Theorem 3.1. Suppose (V1)r − (V2)r and (g1) − (g5) hold true. Then problem (Pr) in (3.1)
possess a radial, nontrivial, weak solution in H1(RN ).

In order to show that I satisfies (I1) of Theorem 1.4, set E1 := E+ and E2 := E−⊕E0,
then it yields E⊥2 = E1. Now, define Li : Ei → Ei, for all u ∈ Ei, as given by

(Liu, v)E = Q′A(u)v = BQA [u, v] = (Au, v)L2(RN ),

for all v ∈ Ei, i = 1, 2, where Q′A(u)v denotes Fréchet derivative of QA at u acting on v. Hence,
L = L1 + L2 : E1 ⊕ E2 → E1 ⊕ E2 is a well defined, linear, bounded operator and satisfies

QA(u) =
1

2
(Au, u)L2(RN ) =

1

2
Q′A(u)u =

1

2
BQA [u, u] =

1

2
(Lu, u)E .

Thus, setting B(u) := −
∫
RN

G(x, u(x)) dx, for all u ∈ E, it is possible to write

I(u) =
1

2
(Lu, u) +B(u),
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satisfying (I1).

3.2 Weak Continuity and Uniform Differentiation of I

In this section, assumption (I2) is proved, which ensures the necessary compactness for
the problem. Next lemma is a variant of Theorem A.I. in [8] which is essential for proving that
I satisfies (I2). The original version of this result can be found in [51].

Lemma 3.1. Let P : RN × R→ R and Q : R→ R be two continuous functions satisfying

P (x, s)

Q(s)
→ 0, uniformly in x as |s| → +∞. (3.9)

Let (un) be a sequence of measurable functions from RN to R such that

sup
n

∫
RN
|Q(un(x))| dx < +∞, (3.10)

and
P (x, un(x))→ v(x) a. e. in RN , (3.11)

as n→ +∞. Then for any bounded Borel set B one has∫
B
|P (x, un(x))− v(x)| dx→ 0, (3.12)

as n→ +∞. If one further assumes that

P (x, s)

Q(s)
→ 0, uniformly in x as s→ 0, (3.13)

and
un(x)→ 0 as |x| → +∞, uniformly with respect to n, (3.14)

then P (·, un(·)) converges to v in L1(RN ) as n→ +∞.

Proof. In order to prove the first part of the proposition, it is sufficient to show that P (x, un(x))

is uniformly integrable on B. In fact, if this is case, due to (3.11)∫
B∩{|P (x,un(x))|≤R}

|P (x, un(x))− v(x)| dx→ 0,

as n→ +∞, by applying Lebesgue Dominated Convergence Theorem, and the integral∫
B∩{|P (x,un(x))|>R}

|P (x, un(x))| dx,
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is controlled by uniform integration. By condition (3.9) there exists C > 0 such that

|P (x, un(x))| ≤ C(1 + |Q(un(x))|), x ∈ RN .

Thus, in view of (3.10) and Fatou’s Lemma, it follows that P (·, un(·)) and v are in L1(B).
Moreover, since P is continuous, it maps compacts sets on compact sets, hence fixed R > 0, if
for some x ∈ R, |P (x, un(x))| > R, there exists M = M(R) > 0, such that |un(x)| > M(R) and
M(R)→ +∞ as R→ +∞. Then∫

B∩{|P (x,un(x))|>R}
|P (x, un(x))| dx ≤

∫
B∩{|un(x)|>M(R)}

|P (x, un(x))| dx.

Applying condition (3.9), given ε > 0 there exist M(R) > 0, such that |un(x)| ≥ M(R) implies
|P (x, un(x))| ≤ ε|Q(un(x))| and ε = ε(R) → 0 as M(R) → +∞. Then, there exist C̃ > 0 such
that ∫

B∩{|P (x,un(x))|>R}
|P (x, un(x))| dx ≤

∫
B∩{|un(x)|>M(R)}

|P (x, un(x))| dx

≤ ε(R)

∫
B
|Q(un(x))| dx

≤ C̃ε(R),

which shows the uniform integrability and ensures the result.
For the second part that P (·, un(·)) converges to v in L1(RN ) as n→ +∞, note that

in virtue of (3.13) given ε > 0 there exists δ > 0 such that |s| ≤ δ implies |P (x, s)| ≤ ε|Q(s)|,
uniformly in x. Moreover, by (3.14) given δ > 0 there exists R0 > 0 such that |un(x)| ≤ δ for
all |x| ≥ R0, uniformly in n. Thus, |x| ≥ R0 implies |P (x, un(x))| ≤ ε|Q(un(x))|, uniformly in
n. Therefore, by Fatou’s Lemma v ∈ L1(RN ) and∫

{|x|≥R0}
|v(x)| dx ≤ lim inf

n→+∞

∫
{|x|≥R0}

|P (x, un(x))| dx ≤ C̃ε.

In addition, from the first part, there exists n0 ∈ N such that for n ≥ n0∫
{|x|<R0}

|P (x, un(x))− v(x)| dx ≤ ε.

Hence, for n ≥ n0 it yields ∫
RN
|P (x, un(x))− v(x)|dx ≤ (2C̃ + 1)ε,

which gives the result.

By means of the previous lemma, next result holds.
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Lemma 3.2. If g satisfies (g1)− (g2), then B is weakly continuous.

Proof. Let (un) ∈ E and suppose un ⇀ u in E, then (un) is bounded in E. Due to (g1)−(g2),
for 2 < p < 2∗ one has

lim
s→0

G(x, s)

|s|2
= 0 and lim

|s|→+∞

G(x, s)

|s|p
= 0, (3.15)

uniformly in x. Hence, choosing Q(s) = |s|2 + |s|p, and P (·, s) = G(·, s), it is possible to apply
Lemma 3.1. Indeed, in view of (3.15) it follows that

lim
s→0

G(x, s)

|s|2 + |s|p
= 0 and lim

|s|→+∞

G(x, s)

|s|2 + |s|p
= 0, (3.16)

uniformly in x. Then P and Q satisfy (3.9) and (3.13). Moreover,

sup
n

∫
RN

(
|un(x)|2 + |un(x)|p

)
dx = sup

n

(
||un||2L2(RN ) + ||un||pLp(RN )

)
≤ C < +∞, (3.17)

since (un) is bounded in E and E is continuously embedded in L2(RN ) and Lp(RN ). Hence
(3.10) is satisfied. Provided that un ⇀ u in E and E is compactly embedded in Lp(RN ), un → u

in Lp(RN ) and un(x) → u(x) almost everywhere in RN . Thus, choosing v(x) = G(x, u(x)) it
follows that (3.11) is satisfied. Finally, since (un) ⊂ H1

rad(RN ) and un(x) → u(x) almost
everywhere in RN , it yields lim

|x|→+∞
un(x) = 0, uniformly with respect to n (cf. [8] Lemma

A.II.). Therefore, applying Lemma 3.1 it yields G(·, un(·)) = P (·, un(·)) → v = G(·, u(·)) in
L1(RN ) as n→ +∞, namely,

B(un) = −
∫
RN

G(x, un(x)) dx→ −
∫
RN

G(x, un(x)) = B(u),

as n→ +∞ and then B is weakly continuous.

Next Lemma is proved indirectly by means of the compact embeddings ofE on Lebesgue’s
spaces, as mentioned before.

Lemma 3.3. Assume that g satisfies (g1)− (g2), then B is uniformly differentiable on bounded
sets of E.

Proof. First, note that fixed R > 0 and given u + v, v ∈ BR ⊂ E, the closed ball centered on
the origin, one has

∣∣B(u+ v)−B(u)−B′(u)v
∣∣ =

∫
RN

∣∣G(x, u(x) + v(x)
)
−G

(
x, u(x)

)
− g
(
x, u(x)

)
v(x)

∣∣ dx
≤

∫
RN

∣∣g(x, z(x)
)
− g
(
x, u(x)

)∣∣ |v(x)| dx

≤ C2||ξ||L2(RN )||v||, (3.18)
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where ξ(x) := |g(x, z(x)) − g(x, u(x))| and z(x) = u(x) + θ(x)v(x), with 0 ≤ θ(x) ≤ 1 given
by Mean Value Theorem and C2 > 0 is the constant given by the continuous embedding
E ↪→ L2(RN ).

With the purpose of proving that B is uniformly differentiable on bounded sets of E,
given ε > 0 it is sufficient to show there exist δ > 0 such that C2||ξ||L2(RN ) ≤ ε for all u+v, v ∈ BR
with ||v|| ≤ δ. Seeking a contradiction, suppose that it is not the case, then there exist R0, ε0 > 0

such that for all δ > 0 there are uδ + vδ, vδ ∈ BR0 with ||vδ|| ≤ δ and C2||ξ||L2(RN ) > ε0. Thus, it

is possible to obtain for all n ∈ N and δ =
1

n
functions un+vn, vn ∈ BR0 such that ||vn|| ≤

1

n
and

C2||ξn||L2(RN ) > ε0, for ξn(x) = |g(x, zn(x))− g(x, un(x))|, with zn = un + θnvn, and 0 ≤ θn ≤ 1

depending on un and vn as before. Since vn → 0 in E, then vn → 0 in L2(RN ), vn(x)→ 0 almost
everywhere in RN and there exists ψ ∈ L2(RN ) such that |vn(x)| ≤ ψ(x) almost everywhere in
RN . Furthermore, since (un) ⊂ BR0 , it is bounded in E, then un ⇀ u in E up to subsequences,
then un → u in L2

loc(RN ) up to subsequences, hence un(x) → u(x) almost everywhere in RN

and fixed Br(0) ⊂ RN there exists ϕr ∈ L2(Br(0)) such that |un(x)| ≤ ϕr(x) almost everywhere
in Br(0) up to subsequences. In addition, zn(x) ⇀ u in E up to subsequences, then zn → u

in L2
loc(RN ) up to subsequences, hence zn(x) → u(x) almost everywhere in RN , which implies

that ξn(x) → 0, almost everywhere in RN , provided that g is continuous. Moreover, in view of
Remark 3.3 with p = 2, it yields

|ξn(x)|2 ≤ 2
[∣∣g(x, zn(x))

∣∣2 +
∣∣g(x, un(x))

∣∣2]
≤ 2

[
C2|zn(x)|2 + C2|un(x)|2

]
≤ 2C2

[
2
(
|un(x)|2 + |vn(x)|2

)
+ |un(x)|2

]
≤ 2C2

[
3|un(x)|2 + 2|vn(x)|2

]
≤ 6C2

[
ϕ2
r(x) + ψ2(x)

]
, (3.19)

almost everywhere in Br(0). Since ϕ2
r +ψ2 ∈ L1(Br(0)), applying Lebesgue Dominated Conver-

gence Theorem, it yields ∫
Br(0)

|ξn(x)|2 dx→ 0, (3.20)

as n → +∞. On the other hand, since (zn) ⊂ H1
rad(RN ) and (un) ⊂ H1

rad(RN ) are bounded
sequences, it follows that

lim
|x|→+∞

zn(x) = lim
|x|→+∞

un(x) = 0,

uniformly with respect to n, by the characterization of decay of radial functions (cf. for instance
[8] Radial Lemma A.II). Hence, given ς > 0, there exists r > 0 such that |x| ≥ r implies
|zn(x)|, |un(x)| ≤ ς for all n ∈ N. Moreover, given ϑ > 0 by (g1) there exists ς > 0 sufficiently
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small such that |g(x, s)| ≤ ϑ|s| for all |s| ≤ ς. Hence, for r > 0 sufficiently large, it yields

|g(x, zn(x))| ≤ ϑ|zn(x)| and |g(x, un(x))| ≤ ϑ|un(x)|,

for all |x| ≥ r and since (zn) and (un) are bounded in L2(RN ), it yields∫
RN\Br(0)

|ξn(x)|2 dx ≤ 2

∫
RN\Br(0)

[∣∣g(x, zn(x))
∣∣2 +

∣∣g(x, un(x))
∣∣2]dx

≤ 2ϑ

∫
RN\Br(0)

(
|zn(x)|2 + |un(x)|2

)
dx

≤ 2ϑ sup
n

(
||zn||2L2(RN ) + ||un||2L2(RN )

)
≤ Cϑ

<
1

2

(
ε0

C2

)2

, (3.21)

for ϑ sufficiently small. Therefore, combining (3.20) and (3.21) it follows that as n→ +∞(
ε0

C2

)2

< ||ξn||2L2(RN ) =

∫
RN
|ξn(x)|2 dx ≤ on(1) +

1

2

(
ε0

C2

)2

.

Thus, passing to the limit as n→ +∞ it yields a contradiction. Therefore, the result holds.

3.3 Linking Geometry

Now, the linking structure in (I3) is proved. To do so, set S := (∂Bρ ∩ E1) and

Q := {re+ u2 : r ≥ 0, u2 ∈ E2, ||re+ u2|| ≤ r1},

where 0 < ρ < r1 are constants and e ∈ E1, ||e|| = 1, is chosen suitably. Indeed, due to the strict
inequality in (g3) and from Remark 3.1, it is possible to choose e ∈ E1 a unitary vector given by
the spectral family of operator A and ε > 0 small enough satisfying

1 = ||e||2 = QA(e) =
1

2
(Ae, e)L2(RN )

≤ 1

2
(σ+ + ε)||e||2L2(RN )

<
1

2
a0||e||2L2(RN )

≤ 1

2

∫
RN

h(x)e2(x) dx. (3.22)

Choosing such an e, by means of (3.22) it is possible to show that for sufficiently large r1 > 0

one has I|S ≥ α > 0 for some α > 0, and I|∂Q ≤ 0 holds true. Moreover, as noticed before, S
and Q “link”. Hence, I satisfies (I3) for some α > 0, ω = 0 and arbitrary v ∈ E2.
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Lemma 3.4. Under the hypotheses (V1)r − (V2)r on V and (g1)− (g3) on g, I satisfies (I3).

Proof. Since S ⊂ E1, by Remark 3.3, for 2 < p < 2∗ and for all u1 ∈ S, it yields

I(u1) =
1

2
||u1||2 −

∫
RN

G(x, u1(x)) dx

≥ 1

2
ρ2 −

∫
RN

(
ε

2
|u1(x)|2 +

Cε
p
|u1(x)|p

)
dx

≥ 1

2
ρ2 −

(
ε

2
C2

2 ||u1||2 +
Cε
p
Cpp ||u1||p

)
= ρ2

[
1

2

(
1− εC2

2

)
− Cε

p
Cppρ

p−2

]
≥ ρ2(d1 − d2) = α > 0, (3.23)

where ε, ρ are sufficiently small, such that 1 > εC2
2 and also

d1 :=
1

2

(
1− εC2

2

)
>
Cε
p
Cppρ

p−2 =: d2.

Therefore, from (3.23), (I3) (i) holds for I.
In order to prove that I satisfies (I3) (ii) in Theorem 1.4, with ω = 0, observe that

I(u) ≤ 0, for all u ∈ E2 = E−⊕E0, then it suffices to show that I(re+ u) ≤ 0 for r > 0, u ∈ E2

and ||re + u|| ≥ r1, for some r1 > 0 large enough. Arguing indirectly assume that for some
sequence (rne+ un) ⊂ R+e⊕ E2 with ||rne+ un|| → +∞, I(rne+ un) > 0 holds, for all n ∈ N.
Seeking a contradiction, set

ũn :=
rne+ un
||rne+ un||

= sne+ wn,

where sn ∈ R+, wn = w−n + w0
n ∈ E2 = E− ⊕ E0 and ||ũn|| = 1. Provided that (ũn) is bounded,

up to subsequences it follows that ũn ⇀ ũ = se + w in E, hence ũn → u in L2
loc(RN ). Then,

up to subsequences, ũn(x)→ ũ(x) almost everywhere in RN , sn → s in R+, w−n ⇀ w in E, and
w0
n → w0 in E, since sn, w−n and w0

n are also bounded, (w0
n) ⊂ E0 and E0 is finite dimensional.

Noting that 1 = ||sne+ wn||2 = s2
n + ||w−n ||2 + ||w0

n||2, it follows that 0 ≤ s2
n ≤ 1, and it yields

I(rne+ un)

||rne+ un||2
= s2

n||e||2 − ||w−n ||2 −
∫
RN

G(x, rne(x) + un(x))

||rne+ un||2
dx

= 2s2
n − 1− ||w0

n||2 −
∫
RN

G(x, rne(x) + un(x))

||rne+ un||2
dx > 0, (3.24)

hence
1

2
≤ s2 ≤ 1. Moreover, from (3.22) it is possible to choose a bounded domain Ω ⊂ RN ,

such that
1 <

1

2

∫
Ω
h(x)e2(x) dx.
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Hence,

0 > s2 − s2 1

2

∫
Ω
h(x)e2(x) dx

≥ s2

(
1− 1

2

∫
Ω
h(x)e2(x) dx

)
− (1 + ||w0||2 − s2)− 1

2

∫
Ω
h(x)w2(x) dx

= s2

(
2− 1

2

∫
Ω
h(x)e2(x) dx

)
− 1− ||w0||2 − 1

2

∫
Ω
h(x)w2(x) dx. (3.25)

On the other hand, from assumptions (g1)−(g2) and since ũn is convergent in L2(Ω), there exists
some ψ ∈ L1(Ω) such that∣∣∣∣G( · , rne(·) + un(·))

||rne+ un||2

∣∣∣∣ ≤ r∞|ũn(·)|2 ≤ ψ(·) ∈ L1(Ω).

Moreover, provided that ||rne + un|| → +∞, and ũn(x) → ũ(x) 6= 0, almost everywhere in
supp(ũ), it follows that un(x) = ũn(x)||rne + un(x)|| → +∞ almost everywhere in supp(ũ), as
n→ +∞, hence

G(x, rne(x) + un(x))

||rne+ un||2
=
G(x, ũn(x)||rne+ un||)ũ2

n(x)

ũ2
n(x)||rne+ un||2

→ 1

2
h(x)ũ2(x),

almost everywhere in supp(z̃) as n → +∞. Note that, supp(ũ) 6= ∅, because ũ = se + w, with
supp(e) 6= ∅ and (e, w)L2(RN ) = 0. Thus, by Lebesgue Dominated Convergence Theorem,∫

Ω

G(x, rne(x) + un(x))

||rne+ un||2
dx→ 1

2

∫
Ω
h(x)

(
se(x) + w(x)

)2
dx,

as n→ +∞. From (3.24) one has

2s2
n − 1− ||w0

n||2 −
∫

Ω

G(x, rne(x) + un(x))

||rne+ un||2
dx > 0.

Passing to the limit as n→ +∞, it yields

0 ≤ 2s2 − 1− ||w0||2 − 1

2

∫
Ω
h(x)

(
s2e2(x) + w2(x)

)
dx

= s2

(
2− 1

2

∫
Ω
h(x)e2(x) dx

)
− 1− ||w0||2 − 1

2

∫
Ω
h(x)w2(x) dx, (3.26)

which is contrary to (3.25). Therefore the result holds.
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3.4 Boundedness of Cerami Sequences

Finally, in this section the boundedness of Cerami sequences is verified, which shows
that hypothesis (I4) holds true, and then the existence result for problem (3.1) is proved.

For the boundedness of Cerami sequences, standard arguments are applied and hypothe-
ses (g4) and (g5) are finally exploited. It is important to point out that these assumptions are
only used in order to prove next lemma, since the special properties of radial functions are not
sufficient when problem (Pr) is treated in RN .

Lemma 3.5. Suppose that V satisfies (V1)r − (V2)r and g satisfies (g1) − (g5), then I satisfies
(I4).

Proof. Let b > 0 be an arbitrary constant, and take (un) ⊂ I−1([c − b, c + b]) such that
(1 + ||un||) ||I ′(un)|| → 0, it is necessary to show that (un) is bounded. Suppose by contradiction
that ||un|| → +∞, up to subsequences. Setting ũn :=

un
||un||

, it is bounded, hence ũn ⇀ ũ in E

and ũn → ũ in Lβ(RN ), for β ∈ (2, 2∗), due to the compact embeddings previously mentioned
(cf. [51] and [8]). Writing un = u+

n + u−n + u0
n ∈ E+ ⊕ E− ⊕ E0, by the choice of un it satisfies

on(1) = I ′(un)
u+
n

||un||2

=
1

||un||
I ′(un)ũ+

n

= ||ũ+
n ||2 −

∫
RN

g(x, un(x))

un(x)
ũn(x)ũ+

n (x) dx. (3.27)

and

on(1) = I ′(un)
u−n
||un||2

=
1

||un||
I ′(un)ũ−n

= −||ũ−n ||2 −
∫
RN

g(x, un(x))

un(x)
ũn(x)ũ−n (x) dx. (3.28)

Subtracting (3.28) from (3.27), and using that 1 = ||ũ+
n ||2 + ||ũ−n ||2 + ||ũ0

n||2, it yields

on(1) = 1− ||ũ0
n||2 −

∫
RN

g(x, un(x))

un(x)

[
(ũ+
n (x))2 − (ũ−n (x))2

]
dx. (3.29)

Provided that (ũ0
n) ⊂ E0, which is finite dimensional, then the weak convergence implies that

ũ0
n → ũ0 in E.

On the other hand, given ϕ ∈ C∞0 (RN ) and setting supp(ϕ) := K, since ũn → ũ in

76



3.4 Boundedness of Cerami Sequences 77

L2(K), by applying Lebesgue Dominated Convergence Theorem it follows that∫
K

g(x, un(x))

un(x)
ũn(x)ϕ(x) dx =

∫
K
h(x)ũn(x)ϕ(x) dx+ on(1),

as n→ +∞. Hence, it yields

on(1) =
I ′(un)ϕ

||un||

=
Q′A(un)ϕ

||un||
−
∫
K

g(x, un(x))

un(x)
ũn(x)ϕ(x) dx

= (Aũn, ϕ)L2(RN ) −
∫
K
h(x)ũn(x)ϕ(x) dx+ on(1)

= (Oũn, ϕ)L2(RN ) + on(1)

= (Oũ, ϕ)L2(RN ) + on(1). (3.30)

Due to (3.30), if ũ 6= 0 it is an eigenvector of O with eigenvalue 0. Nevertheless, from (g4),
0 /∈ σp(O) and hence ũ = 0. It means that ũ+ = ũ− = ũ0 = 0 and thus ũ±n → 0 in Lβ(RN ), for
β ∈ (2, 2∗), due to the compact embeddings, and ũ0

n → 0 in E. Hence, from (3.29) one arrives
at ∫

RN

g(x, un(x))

un(x)

[
(ũ+
n (x))2 − (ũ−n (x))2

]
dx = 1 + on(1). (3.31)

Now, defining Ωn :=

{
x ∈ RN :

|g(x, un(x))|
|un(x)|

≤ σ0 − δ0

}
⊂ RN for all n ∈ N and for

δ0 > 0 given by (g5), since σ0 ≤ σ± then σ0||w||2L2(RN )
≤ ||w||2 for all w ∈ E+ ⊕ E−, it follows

that ∫
Ωn

|g(x, un(x))|
|un(x)|

∣∣∣(ũ+
n (x))2 − (ũ−n (x))2

∣∣∣dx ≤
(
σ0 − δ0

) ∫
Ωn

[
(ũ+
n (x))2 + (ũ−n (x))2

]
dx

≤
(
σ0 − δ0

)
||ũ+

n + ũ−n ||2L2(RN )

≤
(
σ0 − δ0

)
σ0

||ũ+
n + ũ−n ||2

≤ 1− δ0

σ0
. (3.32)

Combining (3.31) and (3.32) one has∫
RN\Ωn

|g(x, un(x))|
|un(x)|

∣∣∣(ũ+
n (x))2 − (ũ−n (x))2

∣∣∣dx
≥ 1−

∫
Ωn

|g(x, un(x))|
|un(x)|

∣∣∣(ũ+
n (x))2 − (ũ−n (x))2

∣∣∣dx+ on(1)

≥ δ0

σ0
+ on(1),
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and thus,

lim inf
n→+∞

∫
RN\Ωn

|g(x, un(x))|
|un(x)|

∣∣∣(ũ+
n (x))2 − (ũ−n (x))2

∣∣∣dx ≥ δ0

σ0
. (3.33)

Furthermore, since
∣∣∣∣g(x, s)

s

∣∣∣∣ is bounded, applying Hölder Inequality for β ∈ (2, 2∗) one has

∫
RN\Ωn

|g(x, un(x))|
|un(x)|

∣∣∣(ũ+
n (x))2 − (ũ−n (x))2

∣∣∣dx ≤ C|RN \ Ωn|
β−2
β ||ũ+

n + ũ−n ||
2
β

Lβ(RN )
, (3.34)

for some C > 0. Provided that ũ±n → 0 in Lβ(RN ) for β ∈ (2, 2∗), in view of (3.33) and (3.34) it
yields

|RN \ Ωn| → +∞, as n→ +∞. (3.35)

Nevertheless, in virtue of (g5) and since (un) is a Cerami sequence one can find a constantM > 0

such that

M ≥ I(un)− 1

2
I ′(un)un =

∫
RN

Q(x, un(x))dx ≥
∫
RN\Ωn

Q(x, un(x))dx ≥ δ0|RN \ Ωn|, (3.36)

which contradicts (3.35). Therefore, (un) is bounded and the result holds.

Lastly, the main result of the chapter is demonstrated below.

Proof of Theorem 3.1. Provided that I satisfies all assumptions (I1) − (I4) in Theorem 1.4, it
ensures a critical point u ∈ E of I, with I(u) = c ≥ α > 0, hence u is a non-trivial critical point
to I : E → R. It implies that I ′(u)v = 0, for all v ∈ H1

rad(RN ). Nevertheless, the Principle of
Symmetric Criticality [38] implies that I ′(u)v = 0 for all v ∈ H1(RN ), namely, u is a critical
point to I as a functional defined on the whole H1(RN ). Since I ∈ C1(H1(RN ),R), it yields that
u is a nontrivial weak solution to (Pr). In addition, since u ∈ E, it is a radial weak solution.
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Chapter

4
Non-cooperative Hamiltonian Elliptic

Systems in RN

This chapter is devoted to solve non-cooperative Hamiltonian elliptic systems under
hypotheses on the potentials inspired by [50].

For N ≥ 2 consider the elliptic system (ES) given by{
−∆u+ V1(x)u = Fu(x, u, v) in RN

−∆v + V2(x)v = −Fv(x, u, v) in RN ,
(4.1)

where, for i = 1, 2, the potentials Vi ∈ L∞loc(RN ), satisfy

(V1)i There exist constants ai ≥ 0 such that Vi(x) ≥ −ai for all x ∈ RN ;

(V2)i Defining for all Ω ⊂ RN open,

νi(Ω) := inf

{∫
Ω

(
|∇u(x)|2 + Vi(x)u2(x)

)
dx : u ∈ H1

0 (Ω), ||u||L2(Ω) = 1

}
,

assume that lim
r→+∞

νi(RN \Br) = +∞, where Br = {x ∈ RN : |x| ≤ r};

(V3)i Setting the first eigenvalue of operator Ai := −∆ + Vi(x) in L2(RN ) by

λi1 := inf

{∫
RN

(
|∇u(x)|2 + Vi(x)u2(x)

)
dx : u ∈ H1(RN ), ||u||L2(RN ) = 1

}
,

assume that λi1 > 0;
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(V ) There exists h(x) ∈ L∞loc(RN ) and constants α0 > 1, c0 > 0, r0 > 0 such that

h(x) ≤ c0

[
1 +

(
max
i=1,2
{0, Vi(x)}

) 1
α0

]
, if |x| ≥ r0.

Moreover, setting a0 := inf
x∈RN

h(x), assume that a0 > λ1
1 > 0.

Remark 4.1. Note that potentials satisfying

Vi(x)→ +∞ as |x| → +∞, or Vi(x) > V0 > 0 and
1

Vi(x)
∈ L1(RN ),

or even such that
|ΩVi
M | < +∞ for all M > 0,

where ΩVi
M = {x ∈ RN : Vi(x) < M}, also satisfy conditions (V1)i − (V2)i. However, potentials

such as Vi(x) = x2
1x

2
2 ... x2

n − ai, with constants ai > 0 such that λi1 > 0, satisfy conditions
(V1)i − (V3)i although they do not satisfy any of the conditions mentioned above. Furthermore,
the following hypothesis

lim
r→+∞

∣∣∣∣∣∣
⋂
i=1,2

(
ΩVi
M

)
\ (Br)

∣∣∣∣∣∣ = 0, for all M > 0,

is a sufficient condition for hypothesis (V2)i (cf. [50], Theorem 1.4 and [42], Remark 1.3).

Due to hypotheses (V1)i and (V3)i, problem (ES) must be treated in the subspace of
H1(RN ,R2) defined by

E :=

{
(u1, u2) ∈ H1(RN ,R2) :

∫
RN

(
V1(x)u2

1(x) + V2(x)u2
2(x)

)
dx < +∞

}
, (4.2)

which is a Hilbert space continuously embedded in H1(RN ,R2) when endowed with the inner
product (

(u1, u2), (v1, v2)
)
E

:=
∑
i=1,2

∫
RN

(
∇ui(x) · ∇vi(x) + Vi(x)ui(x)vi(x)

)
dx, (4.3)

and the correspondent norm
∣∣∣∣(u1, u2)

∣∣∣∣2
E

:=
(

(u1, u2), (u1, u2)
)
E
(cf. [42] and [50], both Lemma

2.1). Furthermore, E is compactly embedded in the weighted spaces Lsh(x)(R
N ,R2), for

2 ≤ s < +∞ if N = 2, and for 2 ≤ s < 2# := 2∗ − 4

α0(N − 2)
if N > 2 (cf. [42], Proposition

2.4 and also [50], Proposition 3.1). Hence, the spectra of operators Ai are discrete and consist
of a sequence λin of positive eigenvalues such that λin → +∞ as n→ +∞ (cf. [50], Lemma 3.2).
Note that 2# is such that 2 < 2# ≤ 2∗ taking into account that α0 > 1.
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All hypotheses and observations made up to now, will be assumed throughout this chap-
ter. From now both, asymptotically and super quadratic cases are treated, but separately in two
sections.

4.1 Asymptotically Quadratic Elliptic Systems

With the aim of treating the asymptotically quadratic case, the following assumptions
on the Hamiltonian F are required.

(F1) F (x, s, t) ∈ C1(RN × R2,R+) and

F (x, s, t)

h(x)
= o(|(s, t)|2), as |(s, t)| → 0,

F (x, s, t)

|(s, t)|2
= h(x) + o(1), as |(s, t)| → +∞,

uniformly in x ∈ RN .

(F2) Setting Q(x, s, t) := Fs(x, s, t)s+Ft(x, s, t)t− 2F (x, s, t) for all (x, s, t) ∈ RN ×R2, one has

lim
|(s,t)|→+∞

Q(x, s, t) = +∞, uniformly in x ∈ RN .

Remark 4.2. It is worth to highlight the close relation between hypotheses (V ) and (F1). Since
a linking geometry is sought, these assumptions provide the required features for the functional
associated to problem (ES). Thereby, note that, if instead of F ≥ 0 as in (F1), it was considered
F ≤ 0, then in (V ) it would be asked a0 > λ2

1. Indeed, in this case, problem (ES) could be treated
in the same way, provided that the positions of the equations were exchanged.

In view of (F1), given ε > 0, for 2 ≤ p < +∞ if N = 2 and for 2 ≤ p < 2# if N > 2,
there exist constants C > 0, and C̃ε > 0 such that

∣∣F (x, u(x), v(x))
∣∣ ≤ Ch(x)

(
ε|(u(x), v(x))|2 + C̃ε|(u(x), v(x))|p

)
, (4.4)

almost everywhere in RN . In addition, assuming also hypotheses (V1)i − (V3)i for i = 1, 2 and
(V ), the functional ∫

RN

∣∣F (x, u(x), v(x))
∣∣ dx

belongs to C1(E,R), since for all ε > 0 given it satisfies∫
RN

∣∣F (x, u(x), v(x))
∣∣ dx ≤ ε||(u, v)||2E + Cε||(u, v)||pE , (4.5)
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for some constant Cε > 0 (cf. [42], Lemma 2.2 and also [50], Lemma 3.1).

In virtue of (V ) and (F1) it is possible to assert that the growth of F is controlled by
the growth of Vi by means of h, hence F can be unbounded but under some restrictions. For
instance, a function F such that

(
Fs(x, s, t), Ft(x, s, t)

)
= c0h(x)

(
s3

1 + s2
,

t3

1 + t2

)
,

or (
Fs(x, s, t), Ft(x, s, t)

)
= c0h(x)

(
s(s2 + t2)

1 + s2 + t2
,
t(s2 + t2)

1 + s2 + t2

)
,

where h(x) ≥ a0 > λ1
1, Vi(x) ≥

[
h(x)

]α0 for |x| > r0, with c0, a0, r0 positive constants and
α0 > 1, satisfy assumptions (V ) and (F1).

The main result of this section is stated below.

Theorem 4.1. Under the assumptions (V1)i − (V3)i, (V ) and (F1) − (F2), system (4.1) has a
nontrivial solution in H1(RN ,R2).

4.1.1 Variational Framework

In order to tackle problem (4.1) by means of variational methods, the strongly indefinite
functional I : E → R given by

I(u, v) =
1

2

∫
RN

(
|∇u(x)|2 + V1(x)u2(x)− |∇v(x)|2 − V2(x)v2(x)

)
dx−

∫
RN

F (x, u(x), v(x)) dx

=
1

2

(
||(u, 0)||2E − ||(0, v)||2E

)
−
∫
RN

F (x, u(x), v(x)) dx, (4.6)

is associated to the elliptic system (ES). Thereby, I ∈ C1(E,R) and

I ′(u, v)(ϕ, ψ) =

∫
RN

(
∇u(x) · ∇ϕ(x) + V1(x)u(x)ϕ(x)

)
dx

−
∫
RN

(
∇v(x) · ∇ψ(x) + V2(x)v(x)ψ(x)

)
dx

−
∫
RN
Fu(x, u(x), v(x))ϕ(x) dx−

∫
RN
Fv(x, u(x), v(x))ψ(x) dx

=
(

(u, 0), (ϕ, 0)
)
E
−
(

(0, v), (0, ψ)
)
E

−
∫
RN

(
Fu(x, u(x), v(x))ϕ(x) + Fv(x, u(x), v(x))ψ(x)

)
dx. (4.7)

Hence critical points of I are weak solutions for (4.1). Thus, from now on, the plan is
to find a critical point to I by applying Theorem 1.4, since I is an indefinite functional.
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Henceforth, it is necessary to check that I satisfies (I1)− (I4).
First, it is convenient to analyze operator A := (A1,−A2) for Ai defined as in

(V3)i as an operator of L2(RN ,R2) such that A(u, v) := (A1u,−A2v) ∈ L2(RN ,R2), for
all (u, v) in the domain of A. Moreover, for all (u, v) ∈ E, one has(

A(u, v), (u, v)
)
L2(RN ,R2)

=
∣∣∣∣(u, 0)

∣∣∣∣2
E
−
∣∣∣∣(0, v)

∣∣∣∣2
E
. (4.8)

Hence, defining

E1 :=
{

(u, 0) ∈ H1(RN ,R2) :

∫
RN
V1(x)u2(x) dx < +∞

}
and

E2 :=
{

(0, v) ∈ H1(RN ,R2) :

∫
RN
V2(x)v2(x) dx < +∞

}
,

it yields E := E1 ⊕ E2. Thus, setting L1 := Id : E1 → E1, L2 := −Id : E2 → E2 and
L : E → E with L := L1 + L2, where Id is identity operator, it follows that(

L(u, v), (ϕ, ψ)
)
E

=
(

(u, 0), (ϕ, 0)
)
E
−
(

(0, v), (0, ψ)
)
E
.

Therefore, I satisfies (I1) in Theorem 1.4 since(
L(u, v), (u, v)

)
E

=
(

(u, 0), (u, 0)
)
E
−
(

(0, v), (0, v)
)
E

= ||(u, 0)||2E − ||(0, v)||2E
=

(
A(u, v), (u, v)

)
L2(RN ,R2)

, (4.9)

and then
I(u, v) =

1

2

(
L(u, v), (u, v)

)
E

+B(u, v),

where
B(u, v) := −

∫
RN
F (x, u(x), v(x)) dx. (4.10)

Remark 4.3. Since each Ai has discrete and positive spectrum σ(Ai) = {λin} for i = 1, 2,
A has discrete spectrum σ(A) = {λ1

n} ∪ {−λ2
n}. In fact, since E is compactly embedded

in Lsh(x)(RN ,R2), it implies that σ(A) is discrete (cf. [42], Proposition 2.4). In addition,
λ is an eigenvalue of A iff there exists (u, v) ∈ E \ {0} such that A(u, v) = λ(u, v),
namely, A1u = λu and A2v = (−λ)v. Provided that, u 6= 0 or v 6= 0, then λ is an
eigenvalue of A iff it is an eigenvalue of A1 or −λ is an eigenvalue of A2. Therefore, A
has positive and negative spectra composed respectively by λ1

n → +∞ and −λ2
n → −∞
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as n → +∞. Furthermore, λ1
1 is the smallest positive eigenvalue of A and −λ2

1 is the
largest negative eigenvalue of A, and in virtue of (V3)i, 0 /∈ σ(A). In addition, E1 and
E2 correspond to the subspaces of E where A is positive definite, and negative definite,
respectively, and both are infinite dimensional.

4.1.2 Establishing Compactness

So as to ensure that I satisfies (I2) in Theorem 1.4, the following lemmas are
stated and proved.

Lemma 4.1. Under the hypotheses (V1)i − (V3)i, (V ) and (F1), functional B : E → R
defined as in (4.10) is weakly continuous.

Proof. Let (un, vn) ⇀ (u, v) weakly in E, since E is compactly embedded in Lsh(x)(RN ,R2)

for 2 ≤ s < +∞ if N = 2 and for 2 ≤ s < 2# if N > 2, then (un, vn) → (u, v),
up to subsequences, strongly in Lsh(x)(RN ,R2). By the converse of Lebesgue Dominated
Convergence Theorem, there exist functions (ϕs, ψs) ∈ Lsh(x)(RN ,R2) for s = 2,

and s = p such that, up to subsequences, |un(x)| ≤ ϕs(x), |vn(x)| ≤ ψs(x) and
(un(x), vn(x))→ (ϕs(x), ψs(x)), almost everywhere in RN . Hence,

F (x, un(x), vn(x))→ F (x, u(x), v(x)),

almost everywhere in RN , and from (4.4) it follows that

|F (x, un(x), vn(x))| ≤ Ch(x)
[
ε|(un(x), vn(x)))|2 + C̃ε|(un(x), vn(x)))|p

]
≤ C̃h(x)

[
|(ϕ2(x), ψ2(x))|2 + |(ϕp(x), ψp(x))|p

]
, (4.11)

almost everywhere in RN . Therefore, applying Lebesgue Dominated Convergence Theo-
rem, it yields ∫

RN
F (x, un(x), vn(x)) dx→

∫
RN
F (x, u(x), v(x)) dx,

as n→ +∞, namely, B(un, vn)→ B(u, v) and B is weakly continuous.

Lemma 4.2. Assuming that (V1)i − (V3)i, (V ) and (F1) hold, functional I is uniformly
differentiable on bounded sets of E.

Proof. Fixed R > 0 and given (u1, u2) + (v1, v2), (v1, v2) ∈ BR ⊂ E, the closed ball with
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radius R, centered on the origin, one has∣∣∣B(u1 + v1, u2 + v2)−B(u1, u2)−B′(u1, u2)(v1, v2)
∣∣∣

=

∫
RN

∣∣∣F (x, u1 + v1, u2 + v2

)
− F

(
x, u1, u2

)
− Fu

(
x, u1, u2

)
v1 − Fv

(
x, u1, u2

)
v2

∣∣∣dx
≤

∫
RN

1

h(x)
1
2

∣∣∣Fu(x, z1, z2

)
+ Fv

(
x, z1, z2

)
− Fu

(
x, u1, u2

)
− Fv

(
x, u1, u2

)∣∣∣ ∣∣h(x)
1
2 (v1, v2)

∣∣dx
≤ C2||ξ||L2(RN )||(v1, v2)||E , (4.12)

where

ξ(x) :=
1

h(x)
1
2

∣∣∣Fu(x, z1(x), z2(x)
)
+Fv

(
x, z1(x), z2(x)

)
−Fu

(
x, u1(x), u2(x)

)
−Fv

(
x, u1(x), u2(x)

)∣∣∣
and (z1(x), z2(x)) = (u1(x), u2(x))+(θ1(x)v1(x), θ2(x)v2(x)), where 0 ≤ θi(x) ≤ 1 is given
by Mean Value Theorem and C2 > 0 is the constant given by the continuous embedding
E ↪→ L2

h(x)(RN ,R2). In order to prove that B is uniformly differentiable on bounded sets
of E, it is sufficient to show that given ε > 0 there exist δ > 0 such that C2||ξ||L2(RN ) ≤ ε

for all (u1, u2) + (v1, v2), (v1, v2) ∈ BR ⊂ E with ||(v1, v2)||E ≤ δ. However, by definition
of limit, this is equivalent to show that ξ → 0 in L2(RN) as (v1, v2)→ 0 in E.

Observe that (v1, v2) → 0 in E implies (v1, v2) → 0 in Lsh(x)(RN ,R2) for
2 ≤ s < +∞ if N = 2 and for 2 ≤ s < 2# if N > 2, then (v1(x), v2(x)) → 0 almost
everywhere in RN and there exist (ϕs, ψs) ∈ Lsh(x)(RN ,R2) such that |v1(x)| ≤ ϕs(x),
|v2(x)| ≤ ψs(x) almost everywhere in RN . Moreover, (z1(x), z2(x)) → (u1(x), u2(x))

almost everywhere in RN . Thus, ξ(x)→ 0 almost everywhere in RN . Furthermore, from
(F1) and L’Hospital rule, one has

∣∣Fu(x, z1(x), z2(x))
∣∣ ≤ Ch(x)

∣∣(z1(x), z2(x))
∣∣ and

∣∣Fv(x, z1(x), z2(x))
∣∣ ≤ Ch(x)

∣∣(z1(x), z2(x))
∣∣,

almost everywhere in RN , for some constant C > 0 and the analogous holds for ui instead
of zi. Then, for s = 2 it follows that

|ξ(x)|2 ≤ 2

h(x)

[∣∣∣Fu(x, z1(x), z2(x)
)∣∣∣+

∣∣∣Fv(x, z1(x), z2(x)
)∣∣∣]2

+
2

h(x)

[∣∣∣Fu(x, u1(x), u2(x)
)∣∣∣+

∣∣∣Fv(x, u1(x), u2(x)
)∣∣∣]2

≤ 2

h(x)

[(
2Ch(x)|(z1(x), z2(x))|

)2

+
(

2Ch(x)|(u1(x), u2(x))|
)2
]

≤ 8C2h(x)2

h(x)

[
|(v1(x), v2(x))|2 + 3|(u1(x), u2(x))|2

]
≤ 24C2

[
h(x)|(ϕ2(x), ψ2(x))|2 + h(x)|(u1(x), u2(x))|2

]
. (4.13)
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Therefore, by applying Lebesgue Dominated Convergence Theorem it yields

||ξ||2L2(RN ) =

∫
RN
|ξ(x)|2 dx→ 0,

as (v1, v2)→ 0 in E and the result hold.

4.1.3 Linking Geometry

Under the purpose of proving that I satisfies (I3) in Theorem 1.4, as usual, set

S := ∂Bρ ∩ E1 and Q := {(re, v) : r ≥ 0, (0, v) ∈ E2, ||(re, v)||E ≤ r1},

where 0 < ρ < r1 are constants, (e, 0) ∈ E1 and e is an eigenfunction associated to λ1
1

the first eigenvalue of A1, with ||(e, 0)||E = 1, therefore, such S and Q “link”. Due to the
strict inequality a0 > λ1

1 in hypothesis (V ) and from (4.8), such an e satisfies

1 = ||(e, 0)||2E =
(
A(e, 0), (e, 0)

)
L2(RN ,R2)

=

∫
RN

(
|∇e(x)|2 + V1(x)e2(x)

)
dx = (Aie, e)L2(RN )

= λ1
1||e||2L2(RN )

< a0||(e, 0)||2L2(RN ,R2)

≤
∫
RN
h(x)|(e(x), 0)|2 dx. (4.14)

Thereby, by means of (4.14) it is possible to show that if r1 > 0 is large enough, then
I|S ≥ α > 0 and I|∂Q ≤ 0 for some α > 0. Thus, I satisfies (I3) for some α > 0, ω = 0

and arbitrary (0, v) ∈ E2. Indeed, next lemma gives the result.

Lemma 4.3. Suppose that (V1)i − (V3)i, (V ) and (F1) hold, then I satisfies (I3).

Proof. Note that S ⊂ E1, then from (4.6) and (4.5), for all (u1, 0) ∈ S, it yields

I(u1, 0) =
1

2
||(u1, 0)||2E −

∫
RN
F (x, u1(x), 0) dx

≥ 1

2
ρ2 −

(
ε||(u1, 0)||2E + Cε||(u1, 0)||pE

)
= ρ2

[(
1

2
− ε
)
− Cερp−2

]
≥ ρ2(d1 − d2) = α > 0, (4.15)
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where ε, ρ are chosen small enough, so that 1 > 2ε and

d1 :=
1

2
− ε > Cερ

p−2 =: d2.

Therefore, from (4.15), (I3) (i) holds for I.
In order to prove that I satisfies (I3) (ii) in Theorem 1.4, with ω = 0, observe

that I(0, v) ≤ 0, for all (0, v) ∈ E2, then it suffices to show that I(re, v) ≤ 0 for
r > 0, (0, v) ∈ E2 and ||(re, v)||E ≥ r1, for some r1 > 0 large enough. Arguing
indirectly assume that some sequence (rne, vn) ⊂ R+e⊕ E2 satisfies ||(rne, vn)||E → +∞
and I(rne, vn) > 0 for all n ∈ N. Seeking a contradiction, set

(sne, wn) :=
(rne, vn)

||(rne, vn)||E
,

where sn ∈ R+, (0, wn) ∈ E2 and ||(sne, wn)||E = 1. Provided that (sne, wn) is bounded,
up to subsequences, it follows that (sne, wn) ⇀ (se, w) in E, hence (sne, wn) → (se, w)

in L2
h(x)(RN ,R2), due to the compact embedding E ↪→ L2

h(x)(RN ,R2). Then, up to sub-
sequences, (sne(x), wn(x)) → (se(x), w(x)) almost everywhere in RN , sn → s in R+ and
(0, wn) ⇀ (0, w) in E2, since sn and (0, wn) are also bounded. Noting that

1 = ||(sne, wn)||2E = s2
n + ||(0, wn)||2E,

it follows that 0 ≤ s2
n ≤ 1, and it yields

I(rne, vn)

||(rne, vn)||2E
=

1

2

(
s2
n||(e, 0)||2E − ||(0, wn)||2E

)
−
∫
RN

F (x, rne(x), vn(x))

||(rne, vn)||2E
dx

= s2
n −

1

2
−
∫
RN

F (x, rne(x), vn(x))

||(rne, vn)||2E
dx > 0, (4.16)

hence
1

2
≤ s2 ≤ 1. Moreover, from (4.14) one has 1 <

∫
RN
h(x)|(e(x), 0)|2 dx. Then,

0 > s2 − s2

∫
RN
h(x)|(e(x), 0)|2 dx

> s2

(
1−

∫
RN
h(x)|(e(x), 0)|2 dx

)
− 1

2
−
∫
RN
h(x)|(0, w(x))|2 dx. (4.17)

On the other hand, since (sne, vn) is convergent in L2
h(x)(RN ,R2), there exists some

(ϕ2, ψ2) ∈ L2
h(x)(RN ,R2) such that |sne(x)| ≤ ϕ2(x) and |wn(x)| ≤ ψ2(x) almost ev-
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erywhere in RN and from (4.4) with p = 2, it follows that∣∣∣∣F (x, rne(x), vn(x))

||(rne, vn)||2E

∣∣∣∣ ≤ C̃h(x)|(sne(x), wn(x))|2 ≤ C̃h(x)|(ϕ2(x), ψ2(x))|2,

almost everywhere in RN , for some constant C̃ > 0. Provided that ||(rne, vn)||E → +∞,
and (sne(x), wn(x)) → (se(x), w(x)) 6= 0, almost everywhere in supp(e), it follows that
(rne(x), vn(x)) = (sne(x), wn(x))||(rne, vn)||E → +∞ almost everywhere in supp(e), as
n→ +∞, hence in view of (F1) one has

F (x, rne(x), vn(x))

||(rne, vn)||2E
=

F
(
x, ||rne+ un||E(sne(x), wn(x)

)
|(sne(x), wn(x))|2

||rne+ un||2E|(sne(x), wn(x))|2

= h(x)|(se(x), w(x))|2 + on(1),

almost everywhere in supp(se, w) as n → +∞. Note that, supp(se, w) 6= ∅, because
supp(e) 6= ∅. Thus, by Lebesgue Dominated Convergence Theorem,∫

RN

F (x, rne(x), vn(x))

||(rne, vn)||2E
dx→

∫
RN
h(x)

∣∣(se(x), w(x))
∣∣2 dx,

as n→ +∞. From (4.16) one has

s2
n −

1

2
−
∫
RN

F (x, rne(x), vn(x))

||(rne, vn)||2E
dx > 0.

Passing to the limit as n→ +∞, it yields

0 ≤ s2 − 1

2
−
∫
RN
h(x)

∣∣(se(x), w(x))
∣∣2 dx

= s2

(
1−

∫
Ω

h(x)|(e(x), 0)|2 dx
)
− 1

2
−
∫

Ω

h(x)|(0, w(x))|2 dx, (4.18)

which is contrary to (4.17). Therefore the result holds.

4.1.4 Boundedness of Cerami Sequences

Next lemma ensures I satisfies last hypothesis in Theorem 1.4. Finally, with this
result it will be possible to prove Theorem 4.1.

Lemma 4.4. Assuming that (V1)i − (V3)i, (V ) and (F1)− (F2) hold, I satisfies (I4).
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Proof. Let b > 0 be an arbitrary constant, and take (un, vn) ⊂ I−1([c − b, c + b])

such that
(
1 + ||(un, vn)||E

)
||I ′(un, vn)||E′ → 0, it is necessary to show that (un, vn) is

bounded. Suppose by contradiction that ||(un, vn)||E → +∞, up to subsequences. Setting

(ũn, ṽn) :=
(un, vn)

||(un, vn)||E
, it is bounded, hence (ũn, ṽn) ⇀ (ũ, ṽ) in E and due to the compact

embeddings E ↪→ Lsh(x)(RN ,R2) for 2 ≤ s < +∞ if N = 2 and 2 ≤ s < 2# if N > 2,
it implies that (ũn, ṽn) → (ũ, ṽ) in Lsh(x)(RN ,R2). Writing (un, vn) = (un, 0) + (0, vn) ∈
E1 ⊕ E2, it satisfies

on(1) =
1

||(un, vn)||E
I ′(un, vn)(ũn, 0)

= ||(ũn, 0)||2E −
∫
RN

Fu(x, un(x), vn(x))

||(un, vn)||E
ũn(x) dx

= ||(ũn, 0)||2E −
∫
RN

Fu(x, un(x), vn(x))

un(x)
ũ2
n(x) dx (4.19)

and

on(1) =
1

||(un, vn)||E
I ′(un, vn)(0, ṽn)

= −||(0, ṽn)||2E −
∫
RN

Fv(x, un(x), vn(x))

vn(x)
ṽ2
n(x) dx. (4.20)

Subtracting (4.20) from (4.19), and using that 1 = ||(ũn, 0)||2E + ||(0, ṽn)||2E, it yields

on(1) = 1−
∫
RN

[
Fu(x, un(x), vn(x))

un(x)
ũ2
n(x)− Fv(x, un(x), vn(x))

vn(x)
ṽ2
n(x)

]
dx. (4.21)

Provided that (ũn, ṽn) → (ũ, ṽ) in L2
h(x)(RN ,R2), there exist (ϕ2, ψ2) ∈ L2

h(x)(RN ,R2)

such that |ũn(x)| ≤ ϕ2(x) and |ṽn(x)| ≤ ψ2(x), almost everywhere in RN . Furthermore,
from (F1) it follows that∣∣∣∣Fu(x, un(x), vn(x))

un(x)

∣∣∣∣ ≤ Ch(x) and
∣∣∣∣Fv(x, un(x), vn(x))

vn(x)

∣∣∣∣ ≤ Ch(x),

for some constant C > 0, almost everywhere in RN . Hence,∣∣∣∣Fu(x, un(x), vn(x))

un(x)
ũ2
n(x)− Fv(x, un(x), vn(x))

vn(x)
ṽ2
n(x)

∣∣∣∣ ≤ Ch(x)
(
ũ2
n(x) + ṽ2

n(x)
)

≤ Ch(x)
(
ϕ2

2(x) + ψ2
2(x)

)
.
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Since (ũn, ṽn)→ (ũ, ṽ) in L2
h(x)(RN ,R2), |(un(x), vn(x))| → +∞, for all x ∈ RN such that

(ũ(x), ṽ(x)) 6= 0, then from (F1) and L’Hospital rule, it follows that

Fu(x, un(x), vn(x))

un(x)
ũ2
n(x)− Fv(x, un(x), vn(x))

vn(x)
ṽ2
n(x)→ 2h(x)

[
ũ2(x)− ṽ2(x)

]
,

as n → +∞, for all x ∈ RN (ũ(x), ṽ(x)) 6= 0. Therefore, by Lebesgue Dominated
Convergence Theorem one has∫
RN

[
Fu(x, un(x), vn(x))

un(x)
ũ2
n(x)− Fv(x, un(x), vn(x))

vn(x)
ṽ2
n(x)

]
dx→

∫
RN

2h(x)
[
ũ2(x)− ṽ2(x)

]
dx.

(4.22)

Hence, passing to the limit in (4.21) as n→ +∞, it yields∫
RN

2h(x)
[
ũ2(x)− ṽ2(x)

]
dx = 1, (4.23)

which implies there exists Ω ⊂ RN such that |Ω| > 0 and (ũ(x), ṽ(x)) 6= 0 for all x ∈ Ω,
otherwise (4.23) yields a contradiction.

On the other hand, since (un, vn) is a Cerami sequence, there exists a constant
M0 > 0 such that

M0 ≥ I(un, vn)− 1

2
I ′(un, vn)(un, vn)

=
1

2

∫
RN

(
Fu(x, un, vn)un − Fv(x, un, vn)vn − 2F (x, un, vn)

)
dx

=
1

2

∫
RN
Q(x, un(x), vn(x)) dx

≥ 1

2

∫
Ω

Q(x, un(x), vn(x)) dx. (4.24)

Provided that |(un(x), vn(x))| → +∞, for all x ∈ Ω, in view of (F2), it yields

1

2

∫
Ω

Q(x, un(x), vn(x)) dx→ +∞,

as n→ +∞. Passing (4.24) to the limit, a contradiction holds.

At long last, the main result is proved.

Proof of Theorem 4.1. Provided that I satisfies all assumptions (I1) − (I4) in Theorem
1.4, it ensures a critical point (u, v) ∈ E of I, with I(u, v) = c ≥ α > 0. It implies
that I ′(u, v)(ϕ, ψ) = 0, for all (ϕ, ψ) ∈ E and I(u, v) > I(0, 0), thus (u, v) 6= 0. Since
I ∈ C1(E,R), it yields that (u, v) is a nontrivial solution to system (ES) in (4.1).
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4.2 Super Quadratic Elliptic Systems

The following assumptions on the Hamiltonian F are required for the super
quadratic case.

(F ′1) F (x, s, t) ∈ C1(RN × R2,R+),∣∣(Fs(x, s, t), Ft(x, s, t))∣∣
h(x)

= o(|(s, t)|) as |(s, t)| → 0, uniformly in x,

and for some 2 < p < +∞ if N = 2 or 2 < p < 2# :=
4

α0(N − 2)
if N > 2,

∣∣(Fs(x, s, t), Ft(x, s, t))∣∣ ≤ c0h(x)
(
1 + |(s, t)|p−1

)
, for all (x, s, t) ∈ RN × R2;

(F ′2) lim
|(s,t)|→+∞

F (x, s, t)

|(s, t)|2
= +∞, uniformly in x.

Note that for such a p given in (F ′1) and arbitrary ε > 0, there exist constants
C > 0, C̃ε > 0 such that (4.4) and (4.5) hold. Hence, the functional∫

RN

∣∣F (x, u(x), v(x))
∣∣ dx

belongs to C1(E,R) (cf. [42], Lemma 2.2 and also [50], Lemma 3.1).
In addition, defining Q(x, u, v) = Fu(x, u, v)u+Fv(x, u, v)v−2F (x, u, v) as in (F2),

in order to ensure the boundedness of Cerami sequences, one of the following conditions
is required.

(F ′3) There exist constants c1 > 0 and θ > min

{
1,
N

2
(p− 2)

}
such that for all

(x, u, v) ∈ RN × R2,
Q(x, u, v) ≥ c1h(x)|(u, v)|θ;

or
(F ′′3 ) There exists a constant D ≥ 1 such that

Q(x,w, z) ≤ DQ(x, u, v),

for all (u, v), (w, z) ∈ R2 with |(w, z)| ≤ |(u, v)|.

Remark 4.4. It is worth to mention that since the functional associated to system (ES)
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is indefinite, hypothesis (F ′3) is relevant to establish the boundedness of Cerami sequences.
Indeed, (F ′3) is a consequence of both following conditions (AR) and (F ′4), which also give
the boundedness of Cerami sequences.

(AR) There exists µ > 2 such that for all (x, u, v) ∈ RN × R2,

0 ≤ µF (x, u, v) ≤ Fu(x, u, v)u+ Fv(x, u, v)v;

(F ′4) There exist constants c1 > 0 and θ > min

{
1,
N

2
(p− 2)

}
such that for all

(x, u, v) ∈ RN × R2,
F (x, u, v) ≥ c1h(x)|u, v|θ.

Note that from (AR) and (F ′4) for all (x, u, v) ∈ RN × R2, one has

Fu(x, u, v)u+ Fv(x, u, v)v − 2F (x, u, v) ≥ (µ− 2)F (x, u, v) ≥ (µ− 2)c1h(x)|u, v|θ,

showing that (AR) and (F ′4) imply (F ′3). Moreover, only hypothesis (AR) is not suffi-
cient for the boundedness, provided that standard arguments involving this assumption
only bounds the difference ||(un, 0)||2E − ||(0, vn)||2E, which appears in the functional. Fur-

thermore, considering θ >
N

2

α0

α0 − 1
(p − 2) instead of θ >

N

2
(p − 2) and exploiting the

hypotheses assumed on Vi, it is possible to weak hypothesis (F ′3) only assuming

Fu(x, u, v)u+ Fv(x, u, v)v − 2F (x, u, v) ≥ c1|(u, v)|θ.

Remark 4.5. Hypothesis (F ′′3 ) was introduced by Jeanjean and Tanaka [29], so as to
bound Cerami sequences in cases where conditions as (AR) or (F ′4) are not satisfied by
the nonlinearity, for example when F (x, s, t) = c0h(x)(log |(s, t)|) 1

2 (s2, t2), for |(s, t)| ≥ 1.

Similarly to asymptotically quadratic case, the relation between (V ) and (F ′1)

shows that the growth of F is controlled by the growth of Vi by means of h, hence F can
be unbounded but under some restrictions. For instance, a function F such that(

Fs(x, s, t), Ft(x, s, t)
)

= c0h(x)
(
|(s, t)|p−2s, |(s, t)|p−2t

)
,

where h(x) ≥ a0 > λ1
1, Vi(x) ≥

[
h(x)

]α0 for |x| > r0, with c0, a0, r0 positive constants
and α0 > 1, satisfy assumptions (V ) and (F1).

Now, the main result of this section is stated.
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Theorem 4.2. Suppose that (V1)i − (V3)i, (V ) and (F ′1) − (F ′3) hold, then system (4.1)
has a nontrivial solution in H1(RN ,R2). If (F ′3) is replaced by (F ′′3 ), the conclusion still
remains true.

Under the purpose of proving Theorem 4.2, the variational structure established
in Subsection 4.1.1 is assumed here. Thereby, I satisfies (I1) in Theorem 1.4, which must
be applied with the aim of getting a non trivial critical point to I. Furthermore, the
conclusions of Lemmas 4.1 and 4.2, in Subsection 4.1.2, are exactly the same replacing
(F1) by (F ′1). Thus, (I2) is satisfied by I as well.

4.2.1 Linking Structure

In order to prove that I satisfies (I3) in Theorem 1.4, all arguments in Subsection
4.1.3 are adapted to super quadratic case. As before,

S := (∂Bρ ∩ E1) and Q := {(re, v) : r ≥ 0, (0, v) ∈ E2, ||(re, v)||E ≤ r1},

where 0 < ρ < r1 are constants and (e, 0) ∈ E1 is an arbitrary vector with ||(e, 0)||E = 1,
therefore, such S and Q “link”. Next lemma shows that if r1 > 0 is large enough, then
I|S ≥ α > 0 and I|∂Q ≤ 0 for some α > 0. Thus, I satisfies (I3) for some α > 0, ω = 0

and arbitrary (0, v) ∈ E2.

Lemma 4.5. Assume that (V1)i − (V3)i, (V ) and (F ′1)− (F ′2) hold, then I satisfies (I3).

Although (I3) (i) holds for I by the same argument found in Lemma 4.3, for the
sake of completeness, this proof is repeated here.

Proof. From (4.6) and (4.5), for all (u1, 0) ∈ S, it yields

I(u1, 0) =
1

2
||(u1, 0)||2E −

∫
RN
F (x, u1(x), 0) dx

≥ 1

2
ρ2 −

(
ε||(u1, 0)||2E + Cε||(u1, 0)||pE

)
= ρ2

[(
1

2
− ε
)
− Cερp−2

]
≥ α > 0, (4.25)

where ε, ρ are chosen small enough. Therefore, (I3) (i) holds for I.
For showing (I3) (ii) with ω = 0, since I(0, v) ≤ 0, for all (0, v) ∈ E2, it

is enough to prove that I(re, v) ≤ 0 for r > 0, (0, v) ∈ E2 and ||(re, v)||E ≥ r1, for
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some r1 > 0 sufficiently large. Seeking a contradiction, assume that some sequence
(rne, vn) ⊂ R+e⊕ E2 satisfies ||(rne, vn)||E → +∞ and I(rne, vn) > 0 for all n ∈ N. Set

(sne, wn) :=
(rne, vn)

||(rne, vn)||E
,

where sn ∈ R+, (0, wn) ∈ E2 and ||(sne, wn)||E = 1. Provided that (sne, wn) is bounded,
up to subsequences, it follows that (sne, wn) ⇀ (se, w) in E, hence (sne, wn) → (se, w)

in L2
h(x)(RN ,R2), due to the compact embedding E ↪→ L2

h(x)(RN ,R2). Then, up to sub-
sequences, (sne(x), wn(x)) → (se(x), w(x)) almost everywhere in RN , sn → s in R+

and (0, wn) ⇀ (0, w) in E2. Since 1 = ||(sne, wn)||2E = s2
n + ||(0, wn)||2E, it follows that

0 ≤ s2
n ≤ 1, and it yields

0 <
I(rne, vn)

||(rne, vn)||2E
=

1

2

(
s2
n||(e, 0)||2E − ||(0, wn)||2E

)
−
∫
RN

F (x, rne(x), vn(x))

||(rne, vn)||2E
dx

= s2
n −

1

2
−
∫
RN

F (x, rne(x), vn(x))

||(rne, vn)||2E
dx

= s2
n −

1

2
−
∫
RN

F (x, rne(x), vn(x))

|(rne(x), vn(x))|2
|(sne(x), wn(x))|2 dx, (4.26)

hence
1

2
≤ s2 ≤ 1. Provided that ||(rne, vn)||E → +∞ and

(sne(x), wn(x))→ (se(x), w(x)) 6= 0

almost everywhere in supp(e), it follows that

(rne(x), vn(x)) = (sne(x), wn(x))||(rne, vn)||E → +∞,

almost everywhere in supp(e), as n→ +∞, hence in view of (F ′2) one has

F (x, rne(x), vn(x))

|(rne(x), vn(x))|2
|(sne(x), wn(x))|2 → +∞,

almost everywhere in supp(se, w) as n → +∞. Note that, supp(se, w) 6= ∅, because
supp(e) 6= ∅. Thus, by Fatou’s Lemma,∫

RN

F (x, rne(x), vn(x))

|(rne(x), vn(x))|2
|(sne(x), wn(x))|2 dx→ +∞, (4.27)

as n→ +∞. In virtue of (4.26) one has
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1

2
≥ s2

n −
1

2
>

∫
RN

F (x, rne(x), vn(x))

|(rne(x), vn(x))|2
|(sne(x), wn(x))|2 dx.

Due to (4.27), passing to the limit as n→ +∞ it yields a contradiction.

Remark 4.6. Note that the assumption a0 > λ1
1 in (V ), is irrelevant in the super quadratic

case, since inequality (4.14) is not used to establish the linking geometry as was done in
Lemma 4.3. Therefore, for the super quadratic case, it is just necessary to require a0 > 0

in (V ). Thereby, if F ≤ 0 were considered instead of F ≥ 0, to treat the problem would
be necessary only to exchange one equation for the another, requiring hypothesis (F ′2) for
−F ≥ 0 instead of F .

4.2.2 Boundedness of Cerami Sequences

Last hypothesis in Theorem 1.4 is ensured in this subsection, and subsequently
Theorem 4.2 is going to be proved. Two lemmas are proved, the first one assuming (F ′3),
and the second one considering hypothesis (F ′′3 ) instead.

Lemma 4.6. Under the hypotheses (V1)i − (V3)i, (V ) and (F ′1)− (F ′3), I satisfies (I4).

Proof. Let b > 0 be a constant such that c−b > 0 and take (un, vn) ⊂ I−1([c− b, c+ b])

such that
(
1 + ||(un, vn)||E

)
||I ′(un, vn)||E′ → 0, it is necessary to show that (un, vn) is

bounded. Since (un, vn) is a Cerami sequence, it satisfies

on(1) = I ′(un, vn)(un, 0) = ||(un, 0)||2E −
∫
RN
Fu(x, un(x), vn(x))un(x) dx (4.28)

and

on(1) = I ′(un, vn)(0, vn) = −||(0, vn)||2E −
∫
RN
Fv(x, un(x), vn(x))vn(x) dx. (4.29)

Subtracting (4.29) from (4.28), and using (F ′1), it yields

||(un, vn)||2E = on(1) +

∫
RN

(
Fu(x, un(x), vn(x))un(x)− Fv(x, un(x), vn(x))vn(x)

)
dx

≤ m0 +

∫
RN
|(Fu(x, un(x), vn(x)), Fv(x, un(x), vn(x)))| |(un(x), vn(x)| dx

≤ m0 + c0

∫
RN
h(x)

(
ε|(un(x), vn(x))|2 + Cε|(un(x), vn(x))|p

)
dx

≤ m0 + c0C
2
2ε||(un, vn)||2E + c0Cε||(un, vn)||p

Lp
h(x)

(RN ,R2)
, (4.30)
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for arbitrary ε > 0, some constants m0, Cε > 0 and for C2 > 0 a constant given by the
embedding E ↪→ L2

h(x)(RN ,R2). Hence, in view of (4.30), one has

(
1− c0C

2
2ε
)
||(un, vn)||2E ≤ m0 + c0Cε||(un, vn)||p

Lp
h(x)

(RN ,R2)
. (4.31)

On the other hand, observe that from (F ′2) and since (un, vn) is a Cerami sequence,
for some constant M > 0, one has

M ≥ I(un, vn)− 1

2
I ′(un, vn)(un, vn)

=
1

2

∫
RN

(
Fu(x, un(x), vn(x))un(x) + Fv(x, un(x), vn(x))vn(x)

)
dx

−
∫
RN
F (x, un(x), vn(x)) dx

=
1

2

∫
RN
Q(x, un(x), vn(x)) dx

≥ c1

2

∫
RN
h(x)|(un(x), vn(x))|θdx

=
c1

2
||(un, vn)||θLθ

h(x)
(RN ,R2), (4.32)

thus, (un, vn) is a bounded sequence in Lθh(x)(RN ,R2). Observe that, if p = θ from (4.31)
one has (un, vn) bounded in E. If not, first consider the case 2 < p < θ, then there exists
t ∈ (0, 1) such that p = t2 + (1 − t)θ, hence applying Hölder Inequality and in view of
(4.32) it implies that

||(un, vn)||p
Lp
h(x)

(RN ,R2)
≤ ||(un, vn)||2tL2

h(x)
(RN ,R2)||(un, vn)||(1−t)θ

Lθ
h(x)

(RN ,R2)

≤
(

2M

c1

)1−t

C2t
2 ||(un, vn)||2tE . (4.33)

Substituting (4.33) in (4.31), it yields

(
1− c0C

2
2ε
)
||(un, vn)||2E ≤ m0 + c0Cε

(
2M

c1

)1−t

C2t
2 ||(un, vn)||2tE , (4.34)

and since 2t < 2, choosing ε > 0 small enough, it ensures that (un, vn) is bounded in E.
Now, it remains to consider the case θ < p < 2#, then there exists t ∈ (0, 1) such that
p = t2# + (1− t)θ. Again from Hölder Inequality and using the boundedness in (4.32) it
follows that
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||(un, vn)||p
Lp
h(x)

(RN ,R2)
≤ ||(un, vn)||t2#

L2#

h(x)
(RN ,R2)

||(un, vn)||(1−t)θ
Lθ
h(x)

(RN ,R2)

≤
(

2M

c1

)1−t

Ct2#

2# ||(un, vn)||t2#E , (4.35)

where C2# > 0 is the constant given by the embedding E ↪→ L2#

h(x)(RN ,R2). Substituting
(4.35) in (4.31), it yields

(
1− c0C

2
2ε
)
||(un, vn)||2E ≤ m0 + c0Cε

(
2M

c1

)1−t

Ct2#

2 ||(un, vn)||t2#E , (4.36)

and t2# < 2, provided that θ >
N

2
(p− 2), hence choosing ε > 0 small enough, it ensures

that also in this case (un, vn) is bounded in E. Therefore, the result holds.

Lemma 4.7. Supposing that (V1)i − (V3)i, (V ), (F ′1) − (F ′2) and (F ′′3 ) hold true for I, it
satisfies (I4).

Proof. Let b > 0 be a constant such that c−b > 0 and take (un, vn) ⊂ I−1([c− b, c+ b])

such that
(
1 + ||(un, vn)||E

)
||I ′(un, vn)||E′ → 0, it is necessary to show that (un, vn)

is bounded. Seeking a contradiction, suppose that ||(un, vn)||E → +∞, up to

subsequences and define (ũn, ṽn) :=
(un, vn)

||(un, vn)||E
, the normalized sequence. Since it is

bounded, (ũn, ṽn) ⇀ (ũ, ṽ) in E, up to subsequences, and due to the compact embed-
dings E ↪→ Lsh(x)(RN ,R2) for 2 ≤ s < +∞ if N = 2 and 2 ≤ s < 2# if N > 2, it implies
that (ũn, ṽn)→ (ũ, ṽ) in Lsh(x)(RN ,R2).

Suppose that (ũ(x), ṽ(x)) = (0, 0) almost everywhere in RN and for ε ∈ (0, 1)

define U ε
n = (tεnun, εt

ε
nvn) ∈ E such that

I(U ε
n) = max

t∈[0,1]
I
(
tun, εtvn

)
. (4.37)

Provided that (ũ, ṽ) → 0 in Lsh(x)(RN ,R2), from (F ′1) for each s > 0 fixed, there exists
Cs > 0, which does not depend on ε, such that∫

RN
F
(
x, sũn(x), εsṽn(x)

)
dx ≤ Cs

{
||(ũn, ṽn)||2L2

h(x)
(RN ,R2) + ||(ũn, ṽn)||p

Lp
h(x)

(RN ,R2)

}
→ 0,

(4.38)
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as n→ +∞. Moreover, since ||(un, vn)||E → +∞, for n large enough one has

I(U ε
n) ≥ I

(
sun

||(un, vn)||E
,

εsvn
||(un, vn)||E

)
=

s2

2

(
||(ũn, 0)||2E − ε2||(0, ṽn)||2E

)
−
∫
RN
F
(
x, sũn(x), εsṽn(x)

)
dx. (4.39)

Since I(un, vn) ≥ c − b > 0, it follows that ||(ũn, 0)||2E > ||(0, ṽn)||2E. Combining this

inequality with 1 = ||(ũn, 0)||2E + ||(0, ṽn)||2E, it implies that ||(ũn, 0)||2E >
1

2
. Hence, from

(4.38) and (4.39) it implies that

lim inf
n→+∞

I(U ε
n) ≥ s2

2
lim inf
n→+∞

(
||(ũn, 0)||2E − ε2||(ũn, 0)||2E

)
=

s2

2
(1− ε2) lim inf

n→+∞
||(ũn, 0)||2E

≥ s2

4
(1− ε2),

for all s > 0 and ε ∈ (0, 1). Thus,

lim inf
n→+∞

I(U ε
n) = +∞ for all ε ∈ (0, 1). (4.40)

On the other hand, if there exists a subsequence (nk) ⊂ N, such that for some
εnk ∈ (0, 1) one has tεnknk ∈ (0, 1), in view of (4.37) it implies that I ′(U εnk

nk )U
εnk
nk = 0. In

addition, since tεnknk ∈ (0, 1), in virtue of (F ′′3 ) it follows that

I(U
εnk
nk ) = I(U

εnk
nk )− 1

2
I ′(U

εnk
nk )U

εnk
nk

=
1

2

∫
RN
Q
(
x, t

εnk
nk unk(x), εnkt

εnk
nk vnk(x)

)
dx

≤ D

2

∫
RN
Q
(
x, unk(x), vnk(x)

)
dx

=
D

2

{
I(unk , vnk)−

1

2
I ′(unk , vnk)(unk , vnk)

}
≤ M, (4.41)

for someM > 0, provided that (unk , vnk) is also a Cerami sequence. However, from (4.41)
one arrives at

lim sup
k→+∞

I(U
εnk
nk ) ≤M,

contradicting (4.40). Thus, such a subsequence (nk) ⊂ N cannot exist and hence, there
exists n0 ∈ N such that for all n ≥ n0 and for all ε ∈ (0, 1) one has tεn = 1. Furthermore,
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by the continuity of I it yields

I(U ε
n) = I(un, εvn)→ I(un, vn) as ε→ 1,

for each n ≥ n0. Then, for each n ≥ n0 there exists εn ∈ (0, 1) such that

I(U ε
n) < I(un, vn) +

1

n
, (4.42)

for all ε ∈ [εn, 1]. Hence, if ε̃n ∈ [εn, 1] is such that I(U ε̃n
n ) ≥ I(U ε

n) for all ε ∈ [εn, 1], in
view of (4.42) it follows that

lim sup
n→+∞

I(U ε̃n
n ) ≤ lim sup

n→+∞
I(un, vn) = c. (4.43)

However, from (4.40) for each ε ∈ [εn, 1) there exists nε ∈ N such that n ≥ nε implies

I(U ε
n) ≥ 1

1− ε
≥ 1

1− εn
, then, it yields

lim inf
n→+∞

I(U ε̃n
n ) ≥ lim inf

n→+∞
I(U ε

n) ≥ lim
n→+∞

1

1− εn
= +∞, (4.44)

since εn → 1, in virtue of (4.42). Thus, (4.44) contradicts (4.43).
Therefore, (ũ, ṽ) cannot be the null function, namely there exists Ω ⊂ RN with

|Ω| > 0, such that (ũ(x), ṽ(x)) 6= (0, 0) for all x ∈ Ω. Furthermore, since∫
RN

F (x, un(x), vn(x))

||(un, vn)||2E
dx =

1

2

(
||(ũn, 0)||2E − ||(0, ṽn)||2E

)
− I(un, vn)

||(un, vn)||2E
≤ 1

2
||(ũn, 0)||2E ≤

1

2
,

one has
1

2
≥
∫

Ω

F (x, un(x), vn(x))

|(un(x), vn(x))|2
|(ũn, ṽn)|2dx. (4.45)

Nevertheless, in view of (F ′2), for all x ∈ Ω it implies that

F (x, un(x), vn(x))

|(un(x), vn(x))|2
|(ũn, ṽn)|2 → +∞,

as n → +∞, provided that |(un(x), vn(x))| = |(ũn(x), ṽn(x))| ||(un, vn)||E → +∞ for all
x ∈ Ω, as n→ +∞. Passing (4.45) to the limit and applying Fatou’s Lemma, it yields

1

2
≥ lim inf

n→+∞

∫
Ω

F (x, un(x), vn(x))

|(un(x), vn(x))|2
|(ũn, ṽn)|2dx = +∞,
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which is a contradiction. Therefore, (un, vn) is bounded, and the result holds.

At long last, the main result is proved.

Proof of Theorem 4.2. Provided that I satisfies all assumptions (I1) − (I4) in Theorem
1.4, it ensures a critical point (u, v) ∈ E of I, with I(u, v) = c ≥ α > 0. It implies that
I ′(u, v)(ϕ, ψ) = 0, for all (ϕ, ψ) ∈ E and I(u, v) > 0 = I(0, 0), thus (u, v) 6= 0. Since
I ∈ C1(E,R), it yields that (u, v) is a nontrivial solution to system (ES) in (4.1).

It is worth to mention that depending on the nonlinearity, the solutions (u, v)

found in Theorem 4.1 or in Theorem 4.2 could be either semi-trivial (u, 0) or vectorial
(u, v), but never semi-trivial (0, v), since such solutions have positive energy c > 0.
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Auxiliary Results

In this chapter, as a matter of completeness are stated the most important auxiliary
results used along with this work.

Theorem 1.1’. [9], page 394

Let A be a self-adjoint operator in Hilbert space H. Then

1) there is a spectral family Eλ, −∞ < λ < +∞, that is, a family of self-adjoint projection
operators Eλ in H depending on a real parameter λ satisfying
a) EλEµ = EµEλ = Eλ for µ < λ;
b) Eλ+0 = Eλ in the strong operator topology, that is

lim
ε→0+

Eλ+εf = Eλf,

in the norm of H for any f ∈ H;
c) in the strong operator topology we have

lim
λ→−∞

Eλ = 0, lim
λ→+∞

Eλ = I;

d) if ∆ = (λ1, λ2] is a half-open interval on the real axis, −∞ < λ1 < λ2 < +∞ and
E(∆) = Eλ2 − Eλ1 , then E(∆)H ⊂ D(A) and for f ∈ E(∆)H the inequalities

λ1(f, f) ≤ (Af, f) ≤ λ2(f, f)

and the estimate
||(A− λI)f || ≤ |λ2 − λ1| ||f ||

hold for λ ∈ ∆. This means that vectors in E(∆)H for small ∆ are almost eigenvectors

101



Auxiliary Results 102

of A with the eigenvalue λ ∈ ∆;
e) A is recovered from the family {Eλ} by the formula

A =

∫ +∞

−∞
λdEλ

which means that f ∈ H belongs to D(A) if and only if the integral∫ +∞

−∞
λ2d(Eλf, f) =

∫ +∞

−∞
λ2d||Eλf ||2 < +∞

converges. Moreover, the left-hand side of this inequality equals ||Af ||2 and

A(f) =

∫ +∞

−∞
λd(Eλf)

where the integral is to be understood as

lim
α→−∞,β→+∞

∫ β

α

λd(Eλf)

with respect to the norm in H, while integrals along a finite interval are just limits of
their integral sums with respect to the norm in H and they even are uniform in all f for
||f || < 1;

2) The spectral family with properties a)− e) is unique.

Theorem 30. [23], page 150

If a measurable locally bounded function V (x) is such that

lim inf
|x|→+∞

V (x) ≥ a,

then the operator L = −∆+V (x) is semi-bounded from below and has a discrete spectrum
on (−∞, a), so that for any ε > 0 the spectrum of L on (−∞, a − ε) consists of a finite
number of eigenvalues of finite multiplicities.

Corollary 11.3.6 (Weyl) [37], page 290

Let T be self-adjoint and B hermitian. If B is T−compact, then

σess(T +B) = σess(T ).
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Proposition 6.6. [43] page 36

For each s ∈ [1,+∞), E = W
1
2
,2(S1,R2N) is compactly embedded in Ls(S1,R2N).

In particular there is an αs > 0 such that

||z||Ls ≤ αs||z||,

for all z ∈ E.

Corollary 2 [44], page 113

Let A be a self-adjoint operator and let C be a relatively compact perturbation
of A. Then:

(a) B = A+ C defined with D(B) = D(A) is a closed operator;
(b) If C is symmetric, B is self-adjoint;
(c) σess(A) = σess(B).

Theorem 3.15 [51], page 44

Let V ∈ L∞, S := ∆ + V (x) and

lim
R→+∞

ess inf
|x|≥R

V (x) = l.

(i) Then σe(S) ⊂ [l,+∞);
(ii) If

lim
R→+∞

ess inf
|x|≥R

|V (x)− l| = 0, then σe(S) = [l,+∞).

Lemma 1.21 (Lions’ Lemma) [57], page 16

Let r > 0 and 2 ≤ q < 2∗. If (un) is bounded in H1(RN) and if

sup
y∈RN

∫
B(y,r)

|un|q → 0, n→ +∞,

then un → 0 in Lp(RN) for 2 < p < 2∗.
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