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Resumo

Dentre as analises que devem ser realizadas nos projetos de sequenciamento, um problema
importante é a distingdo entre transcritos codificadores de proteinas (PCTs) e RNAs nao-
codificadores longos (IncRNAs). Esse trabalho investiga potenciais caracteristicas dos
IncRNAs e propoe dois métodos para distingao dessas duas classes de transcritos (PCTs e
IncRNAs). O primeiro método foi proposto com base em maquinas de vetores de suporte
(SVM), enquanto o segundo utilizou técnicas de aprendizado semi-supervisionado. O mé-
todo utilizando SVM obteve excelentes resultados, quando comparados a outras propostas
existentes na literatura. Esse método foi treinado e testado com dados de humanos, ca-
mundongos e peixe-zebra, tendo atingido uma acurédcia de =~ 98% com dados de humanos
e camundongos, e de ~ 96% para os dados do peixe-zebra. Ainda, foram criados mode-
los utilizando varias espécies, que mostraram classificagoes melhores para outras espécies
diferentes daquelas do treinamento, ou seja, mostraram boa capacidade de generalizacao.
Para validar esse método, foram utilizados dados de ratos, porcos e drosodfilas, além de
dados de RNA-seq de humanos, gorilas e macacos. Essa validacao atingiu uma acuracia
de mais de 85%, em todos os casos. Por fim, esse método foi capaz de identificar duas
sequéncias dentro do Swiss-Prot que puderam ser reanotadas. O método baseado em
aprendizado semi-supervisionado foi treinado e testado com dados de humanos, camun-
dongos, ornitorrincos, galinhas, gambds, orangotangos e ras, tendo sido utilizadas cinco
técnicas de aprendizado semi-supervisionado. A contribui¢ao desse método foi que ele per-
mitiu a redugdo do tamanho do conjunto de dados classificados, utilizados no treinamento.
No melhor caso, somente 2 sequéncias bem anotadas foram usadas no treinamento, o que,
comparado com outras ferramentas disponiveis na literatura, indica um ganho expressivo.
A acurécia obtida pelo método nos melhores casos foram de ~ 95% para dados de hu-
manos e camundongos, =~ 90% para dados de galinhas, gambas e orangutangos, e ~ 80%
para dados de ornitorrincos e ras. Dados de RNA-seq foram utilizados para teste, tendo
sido obtida acurdcia de mais de 95%. Esses dados foram utilizados para treinamento dos

modelos de orangotango e de ra, que também apresentaram acurdacias excelentes.
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Abstract

Among the analyses that have to be performed in sequencing projects, an important
problem to be addressed is the distinction of protein coding transcripts (PCTs) and long
non-coding RNAs (IncRNA). This work investigates potential characteristics of the IncR-
NAs and proposes two methods for distinguishing these two classes of transcripts (PCTs
and IncRNAs). The first methods was based on Support Vector Machine (SVM), while the
second one used semi-supervised learning techniques. The SVM based method obtained
excellent results when compared to other methods in the literature. This method was
trained and tested with data from human, mouse and zebrafish, and reached accuracy of
~ 98% for human and mouse data, and &~ 96% for zebrafish data. Besides, models with
multiple species were created, which improved the classification for species different from
those used in the training phase, i.e., these models could also be used in the classification
of species different from those that were used in the training phase. To validate this
method, data from rat, pig and drosophila, and RNA-seq data from humans, gorillas and
macaque were used. This validation reached an accuracy of more than 85% for all the
species. Finally, this method was able to identify two sequences within the Swiss-Prot
database that were reannotated. The semi-supervised based method was trained and
tested with data from human, mouse, platypus, chicken, opossum, orangutan and xeno-
pus, in five semi-supervised learning techniques. The contribution of this method was the
reduction of the size of the classified training data set. In the best scenario, only two
annotated sequences were used in the training phase, which is an expressive gain when
compared to other tools available in the literature. Accuracies obtained by the method in
the best cases were ~ 95% for human and mouse datasets, ~ 90% for chicken, opossum
and orangutan datasets, and = 80% for data platypus and xenopus datasets. RNA-seq
data were used for testing, having obtained more than 95% of accuracy. This data was

used to train the orangutan and xenopus models, also leading to an excellent accuracy.

Keywords: long non-coding RNA (IncRNA), Support Vector Machine (SVM), Principal

Component Analysis (PCA), Semi-supervised learning
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Chapter 1
Introduction

Since Watson and Crick [3] proposed the DNA double helix in the 50’s, several fields
of genetics and molecular biology have been boosted. Later, in the 90’s, the human
genome project [4, 5] promoted rapid advances in genomic sequences’ experiments in
molecular biology labs, and also in sequencing techniques [6]. In the beginning of the
21th century, genomic data generated in many other genome projects around the world
needed the support of other scientific and technological areas, e.g, mathematics, statistics
and computer science, and gave rise to a new research area, bioinformatics [7]. Since then,
billions of nucleotide sequences composing the chromosomes of distinct organisms [8, 9]
together with biological functions associated to the genes of these organisms have been
discovered [10, 11, 12]. In addition, more advanced findings, e.g., information about
proteins, mechanisms of genetic regulation, cellular processes and metabolism [13, 14, 15]
have been focuses of recent research.

These studies are based on the so-called central dogma of molecular biology [16],
proposed by Watson and Crick [17], who advocated that each RNA assemblied from a
region of DNA produced one protein, schematically DNA — RNA — protein. Later,
the dogma was revised, due to findings of RNAs not only participating of the protein
synthesis, but in other important regulatory processes and other cellular functions.

From the beginning of the genomic research in the 90’s until the early 2000’s, the main
focus was the study of the DNA and the identification of its genes [18]. Three methods
were used: (i) complementary DNA (¢cDNA) cloning, and sequencing of messenger RNAs
(mRNASs) expressed sequence tags (ESTs) [19, 20]; (ii) identification of conserved coding
exons by comparative genome analysis [21]; and (iii) computational methods to predict
genes [5], e.g., Smith-Waterman [22] and Blast [23], which are efficient and effective meth-
ods to find protein coding genes conserved during the evolution of organisms.

Nowadays, high-throughput sequencing techniques [24, 25] allowed to develop hun-

dreds of genome and transcriptome projects all over the world, which have been creating



enourmous volumes of biological data [26]. In this context, more advanced computational
techniques to analyze them became essential [27, 7].

In particular, many researches have been discovering and describing a rapidly increas-
ing number of RNAs in eukaryotic genomes that do not produce proteins [28, 29, 30, 31, 8|.
Thus, RNAs can be divided in coding and non-conding RNAs (ncRNAs) [32].

NcRNAs are a highly heterogeneous group. A well-known class of structured ncRNAs
are involved in the synthesis of proteins, e.g., mRNAs, tRNAs and rRNAs [32, 33, 34].
Other classes of ncRNA, e.g., snoRNAs, snRNAs and RNase P RNAs form an additional
elaborate layer in the regulation of gene expression [28], ranging in length from about 20
bases in microRNAs and siRNAs [35] to “macroRNAs” spanning hundreds of kilobases [36,
37], known as long non-coding RNAs (IncRNAs). Also, while the majority of ncRNAs
seems to be spliced and processed similar to coding mRNAs, there is also a large body of
unspliced transcripts [38, 39] and a vast number of small processing products [40]. The
functions of these distinct ncRNAs are analogously diverse. In fact, they appear to be
involved in virtually all the regulatory processes in the cell.

LncRNAs, often pragmatically defined as transcripts with a length of more then 200
nucleotides without apparent coding capacity, are still rather poorly understood [41, 33,
42]. Nevertheless, some classes, such as chromatin-associated long intergenic ncRNAs
(lincRNAs) [43], as well subgroups that are directly involved in transcriptional and post-
transcriptional regulation [44, 45, 46], have been identified in high throughput analyses.
An extensive literature links IncRNAs with a wide array of diseases [47, 48, 49, 50],
although the molecular mechanisms underlying IncRNA action are still largely unknown.

However, despite the importance of IncRNAs, and the existence of very different in vivo
and in silico methods, there are no sets of well-defined attributes that allow to distinguish
mRNAs from IncRNAs [32, 51, 52, 53, 54]. Therefore, applying the same strategies for
predicting coding genes do not generate good results in the identification and classification
of IncRNAs [55, 42].

On the other hand, in artificial intelligence, machine learning is a research field aiming
to enhance knowledge stored in machines using learning algorithms. Learning algorithms
can be divided in four distinct types [56, 57, 58]: (i) supervised learning, which uses
functions taking input and output examples, in order to learn patterns; (ii) unsupervised
learning, which finds patterns in a priori non classified data; (iii) reinforcement learning,
which uses learning functions based on action rewards; and (iv) semi-supervised learning,
which uses supervised and unsupervised learning techniques, in order to outperform both
techniques.

Recently, many computational methods using machine learning techniques were ap-

plied to distinguish protein coding transcripts (PCTs) from IncRNAs. Among them, we



cite CPAT [59], IncRNApred [60], IncRScan-SVM [61], DeepLNC [62] and FEELnc [63].

1.1 Motivation

Today large amounts of biological sequences generated by genome projects are stored in
public databases. Particularly, determining characteristics of ncRNAs, as well their pre-
cursors, genomic locations, patterns of conservation and responses to cellular changes that
correlate with individual processing steps and protein interactions, are very interesting
problems.

Regarding to animals, about 1.5% of the human genes are transcribed into mRNAs,
i.e., about 98.5% genes do not code for proteins, and there are thousands of IncRNAs
among them [42]. This is similar for mammalian genomes in general, in which only
1.2% genes are transcribed into mRNA [64]. Even being overlooked for some years, recent
studies pointed that IncRNAs can promote diseases, like cancer metastasis in humans [65].
Despite the lack of knowledge about IncRNAs, the importance of these genes encourage
the development of researches to predict them. An important and useful problem is the
distinction of IncRNAs and PCTs [32].

The difficulty of these problems makes them good candidates to use machine learning
techniques. A well known approach is to use classification methods, such as SVM, to
distinguish IncRNAs from PCTs. Also, semi-supervised learning methods, although not

yet used for this purpose, can help to solve this task.

1.2 Problem

Although some computational and experimental methods are known in the literature,
there is not a broadly used method to distinguish IncRNAs from PCTs.

1.3 Objectives

This project aims to propose computational methods based on machine learning tech-

niques to distinguish IncRNAs from PCTs. In particular, we devise two methods:

e one based on SVM, using a special procedure based on Principal Component Anal-

ysis (PCA) to find features that can improve the distinction;

e another one based on semi-supervised learning methods, which can be appliede to

organisms that do not have a large amount of known transcripts.



1.4 Chapters’ description

In chapter 2, we review the central dogma of molecular biology, and some characteristics
of protein synthesis. Non-coding RNAs are detailed, together with their classification and
functions. In particular, computational methods to predict IncRNAs, as well as databases
containing IncRNAs are described.

In chapter 3, we discuss machine learning methods. The two methods used in this
thesis are explored, SVM and semi-supervised learning techniques. For the last method,
some applications in bioinformatics are described.

In the next two chapters, we detail our contributions. In chapter 4, we present a SVM
based method to distinguish IncRNAs from PCTs.

In chapter 5, we present a semi-supervised learning method for the same problem,
which can be used in organisms that do not have a significant volume of transcripts.

Finally, in chapter 6, we conclude this thesis, and suggest future work.



Chapter 2
Long non-coding RNAs

In this chapter, we discuss long non-coding RNAs (IncRNAs), their biological aspects and
also computational methods and databases containing IncRNAs. First, in section 2.1, we
briefly present the central dogma of molecular biology, and discuss protein synthesis in
more detail. Next, in section 2.2, we describe ncRNAs, their types and functions. Follow-
ing, in section 2.3, we describe small ncRNAs, and present computational techniques and
databases containing small ncRNAs. Finally, in section 2.4, we explore IncRNAs, also

presenting computational methods and databases containing IncRNAs.

2.1 Central dogma of molecular biology

The classic central dogma of molecular biology [17] states that a DNA molecule is tran-
scribed into a RNA molecule, which is translated into a protein, i.e., it defines the phases
of the protein synthesis, as shown in Figure 2.1. When it was first introduced, in 1970,
the researchers claimed that the only purpose of the RNAs was to allow the production
of a protein, from the DNA.

The protein synthesis, as stated in the classic central dogma of molecular biology, has
two phases: (i) transcription; and (ii) translation. The transcription phase begins when
the helicase enzyme disrupts the hydrogen bonds between the DNA strands, leaving the
strands opened to be copied by the RNA polymerase enzyme. This enzyme reads the
DNA from 3’ to 5’, while synthesizing the messanger RNA (mRNA) in the direction 5’
to 3. The RNA synthesis begins in the promoter region of the DNA strand, and finishes
in the terminator region. The transcription is based on the base pairing A +— U, T +— A
and C <+ @G, taking the gene of the DNA as a template [66, 67].

In eukaryotic cells, the transcription occurs in the nucleous, and the transcribed RNA

is called pre-mRNA, which may suffer modifications in some organisms in order to become
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Figure 2.1: Classic central dogma of molecular biology: the protein synthesis.

a mature mRNA. This process, called splicing, removes introns from the pre-mRNA and
some times also exons [66, 67].

After the transcription, the translation begins when one mRNA binds itself to a ribo-
somal RNA (rRNA) in the cytoplasm. The codons of this mRNA are paired with their
corresponding anti-codons of a transporter RNA (tRNA) molecule, which transports the
amino acids. Each codon is a sequence of three nucleotides that represents an unique
amino acid from the genetic code, or a stop signal. Figure 2.2 shows the corresponding
amino acid or stop codon, for each codon.

The protein translation always starts with the start codon (AUG), and finishes with
one of the stop codons (UAG, UAA or UGA). The outcome of this whole process is a
protein molecule.

The protein synthesis also occurs in prokaryote cells. Figure 2.3 shows some diferences
between eukaryotes and prokaryotes.

In the 2000’s, after finding non-conding genes, previously called “junk DNA” [68], the
central dogma was revised [69], to include these novel genes. In other words, the classic
central dogma previously considered RNA as a messenger to synthetize proteins, having
no independent function besides this process. In recent years, biological discoveries proved

that there is a variety of non-coding RNA molecules playing important roles in the cellular
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structure as a whole [42, 33, 70, 71, 28, 72]. In the following section, we show some of the

functions of these so-called non-coding RNAs.

2.2 Classes of ncRNAs

Non-coding RNAs (ncRNA), also called functional RNAs, are transcribed RNA molecules
that are not translated into a protein, but rather perform different functions in the cellular
metabolism [32]. These RNAs not coding for proteins represent a large portion of the
human genome, having important roles in the cellular structure as well as in catalytic and
regulatory processes in the cell [73, 74, 75].

Despite the importance of the ncRNAs, these molecules were identified but not deeply
studied in the 80’s and 90’s, perhaps due to technical difficulties related to identify these
non stable and small molecules [32].

From the early 2000’s, researches in ncRNAs were resumed, due to the increasing
amount of ncRNAs identified by biologists, described in the literature. The most remark-
able finding about structural RNAs was related to the development of the nervous system,
confirming the observation that the amount of non-coding regions is proportional to the
complexity of the organisms [76, 77, 64, 78].

Despite the fact that many characteristics and biological functions have been discov-
ered in recent years to study ncRNAs, computational methods have similar problems as
those from experimental methods. Bioinformatics does not have an unique method to
predict ncRNAs, although some criteria are used, e.g., ncRNAs in general have no long
ORFs, stop codons occur more than expected over a sequence [79], RNAs are conserved
regarding to their secondary structures rather than their primary sequences. These char-
acteristics prevent the detection of ncRNAs using traditional tools, like those used to
characterize the similarity of DNA in proteins [80, 81, 82]. Studies incorporating the use
of codons, synonymous and non-synonymous substitutions, as well as minimum energy
folding are also successful to identify ncRNAs [76, 82, 83, 84].

In general, ncRNAs do not have conserved sequences, presenting as their main char-
acteristic the conservation of their spatial structures, including two or three-dimensional,
making identification more difficult. The best known ncRNAs have a complex three-
dimensional structure, and have catalyst and structural functions [85]. There is still a
tendency in bioinformatics to use a combination of several computational methods to
characterize ncRNAs using different principles, and then to analyze all the information
generated by these methods to decide which RNAs are probably non-coding [86, 87, 88].

Moreover, the absence of a translated protein generated from a transcript is not a

sufficient condition to characterize a ncRNA, since this transcript might be translated



once exposed to other conditions, environmental or physiological [86, 87, 33]. This is a
drawback faced by computational methods to classify RNAs.

In general, ncRNAs can be divided in two large groups: (i) small ncRNAs, which
comprehend a great amount of well known ncRNAs; and (ii) long ncRNAs (IncRNAs),
which are the least undestood transcipts today. We explore these two classes in the

following sections.

2.3 Small ncRNAs

As said before, non-coding RNAs, such as tRNAs and snRNAs, as well as small bacterial
regulatory RNAs, are called small ncRNAs, although they are not related to small eukary-
otic RNAs. Eukaryotic small RNAs can be characterized by their sizes, limited from 20
to 30 nucleotides, and their association with the Argonaute protein family (Ago). At least
three classes of small RNAs are encoded in the human genome, based on their biogenesis
mechanisms and their associated type of Argonaute proteins: miRNAs, endo-siRNAs or
esiRNAs and piRNAs [89]. Figure 2.4 shows three examples of miRNA molecules.

Other small RNAs have been isolated biochemically, such as the small nucleolar RNA
(snoRNA), which primarily guide chemical modifications of other RNAs, as shown in
Figure 2.5.

Small ncRNAs are classified according to their apparent function within the cell. There
is still discussion about the ncRNA amount and division [32]. Table 2.1 shows types of

known small ncRNAs and their functions.

2.3.1 Computational methods

Following, we present computational methods to identify and classify small ncRNAs.

Infernal [94] (Inference of RNA alignments) is a secondary structure alignment tool.
It builds consensus RNA secondary structure, called covariance models (CM), from multi-
ple sequence alignments in Stockholm format, and it is based on Stochastic Context-Free
Grammars (SCFG). This method uses the CMs to search for similarities with the sec-
ondary structures of RNAs stored in the Rfam database.

Vienna [84] is a software package used to generate and compare RNA secondary struc-
tures. The methods in this package are based on minimum free energy (MFE) and in the
probabilities of base pairing.

DARIO [54] is a web application that aims to predict small ncRNAs. For this, an
analysis is made for quality control criteria. Then, the analyzed sequence is compared with
previously selected ncRNAs of known species. This comparison has two possible outcomes:

(i) the sequence overlaps regions of exons, thus disregarding any subsequent analysis;
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Figure 2.4: Three examples of microRNAs. Proposed structure of the precursor stem is
shown, with residues in the mature microRNA (miRNA) shown in red. Comparison of
Caenorhabditis elegans miR-1 with Drosophila melanogaster miR-1 shows perfect conser-
vation of the mature miRNA (except for length variability at the 3’ end). Comparison
of miR-1 with miR-84 shows an example of how mature miRNAs are asymmetrically
produced from either side of the precursor stem [32].
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Figure 2.5: Diagrams of snoRNAs guiding modification to target rRNA bases. (a) C/D
box small nucleolar RNAs (snoRNAs) use antisense complementarity to target RNA for
2’-O-ribose methylation. (b) H/ACA box snoRNAs use antisense complementarity in an
internal loop to target RNA for pseudouridylation [32].
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Table 2.1: Small ncRNAs and their functions [32, 90, 89, 91, 92, 93].

Name Meaning Function
MiRNA micro RNA putz.itlve translational regulatory gene
family
siRNA ;r;ail interfering active molecules in RNA interference
. endogenous small acts as post-transcriptional regulators
endo-siRNA interfering RNAs  that target RNAs
small nuclear . .
snRNA RNA includes spliceosomal RNAs
HORNA small  nucleolar most known snoRNAs are involved in
SHo RNA rRNA modification
stRNA T__{Hl?il temporal interrupt the translation of mRNAs
RNA piwi-interacting acts in the regulation of translation and
P RNAs mRNA stabilization
repeat-associated . . . s
rasiRNA small  interfering acts in the sﬂenc'lng of gene transcription
through chromatin remodeling
RNA
located at a conserved genomic locus
VIRNA vault RNA linked to the protocadherin gene cluster
v RNA v RNA associated with chromosomal DNA repli-

cation in a human cell-free system
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and (ii) the sequence overlaps regions of intronic or intergenic regions. In this case, the
sequence is used for ncRNA prediction. This prediction is based on machine learning
techniques to identify characteristic patterns previously identified in several classes of
ncRNAs.

PORTRAIT [52] is an algorithm based on a Support Vector Machine (SVM) to pre-
dict ncRNAs. For this, features used in the SVM are extracted from each investigated
sequence. This tool uses two SVM models: (i) a protein dependent model, in which clas-
sical models are used to identify the proteins; and (ii) a protein independent model, when
tools for identifying proteins indicate that the sequence is not a protein. The training sets
were constructed based on known databases.

PSoL. (Positive Sample only Learning) [51] is an algorithm developed to predict small
ncRNAs within a set of non classified genes in the genome of E. Coli. To solve this
problem, genes enconding putative ncRNAs were considered as positive, and the ones
that do not code were taken as negative. A SVM was trained with positive data only,
i.e., only previously known putative ncRNAs, and it was used to extract positive data
within the non classified set. This approach does not use any negative data set to train
the SVM, since a non classified gene can be either negative and positive.

SnoStrip [95] is an automatic annotation pipeline, developed specifically for compar-
ative genomics of snoRNAs. It uses sequence conservation, canonical box motifs, and
secondary structure to predict putative target sites.

SnoReport [96, 97] is a snoRNA identification software, which relies on the conserved
sequence boxes and the secondary structure of snoRNAs. It has a filter based on SVM
classifiers, trained to distinguish between microRNA precursors and other types of hairpin-
like structures.

RNAsnoop [98] is a target predictor for H/ACA snoRNAs. It computes thermody-
namically optimal H/ACA-RNA interactions with dynamic programming (DP), and uses
a SVM, trained to distinguish true binding sites, together with a system to evaluate
comparative information.

Table 2.2 summarises these methods, and shows their objectives and computational

techniques.

2.3.2 Databases

Now, we describe databases containing small ncRNAs.

Rfam [99] is a curated database, containing information about thousands of ncRNA
families. It consists of two distinct sets of data: profiles of covariance models (CMs) and
seed alignments. CMs are statistical models derived from combinations of information,

such as secondary structure and primary sequence represented by multiple sequence align-
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Table 2.2: Tools to predict small ncRNAs.
Tool Purpose Method
Infernal [94] secondary structure alignment SCFG and CM
secondary structure prediction

Vienna [84] ) MFE
and comparison
DARIO [54] small ncRNA prediction Mach'lne learning
algorithm
PORTRAIT [52] ncRNA identification SVM
PSol [51] pred'lctlon of small ncRNAs in E. SVM
Coli
. . . Comparative Ge-
SnoStrip [95] Identification of snoRNAs .
nomics
SnoReport [96]  snoRNA identification SVM pre-filter
RN Asnoop [98] prediction of H/ACA snoRNA DP and SVM
targets

ment. Each CM profile corresponds to a family of ncRNA. The seed alignments are stored
in a Stockholm format file, and contains representative members of each ncRNA family
generated through various structural alignments.

NONCODE [100] is a database containing all classes of ncRNAs, except tRNAs and
rRNAs, also including human and mouse IncRNAs.

MiRBase [101] is a database containing miRNAs, in which each entry represents a
predicted hairpin portion of a miRNA transcript, with information about its location and
mature miRNA sequence.

Table 2.3 summarises these databases and their contents.

Table 2.3: Databases and their contents.

Databases Contents

Rfam [99] ncRNA families, mainly for small ncRNAs
NONCODE [100] ncRNAs except tRNAs and rRNAs
miRBase [101] miRNAs

2.4 LncRNAs

Currently, despite the lack of knowledge about the roles played by long ncRNAs (IncR-
NAs) [41, 42], it is known that many of the transcribed sequences, even from non-coding
genes, are associated with a IncRNA [102]. The distinction of these ncRNAs is still taken

by their sizes, greater than 200 nucleotides, and by the fact that proteins are not syn-
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thesized from them. But this is still not enough [41, 42|, since IncRNAs sometimes have
some protein-coding capability [33, 42].

The amount of IncRNA transcripts in the mouse genome is approximately 30.000 [103]
and most of the trancribed genes in the human genome are IncRNAs [104]. LncRNAs can
be classified into six major categories [105]: (i) intergenic (lincRNAs), located between
two protein-coding genes; (ii) intronic, located within introns of protein-coding genes (iii)
bidirectional, transcribed within 1 kb of promoters in the opposite direction from the
protein coding transcript; (iv) enhancer, generally <2 kb and transcribed from enhancer
regions of the genome; (v) sense, transcribed from the sense strand of protein-coding genes,
and can overlap introns and part or all of the exon; (vi) antisense, transcribed from the
antisense strand of protein-coding genes, and can overlap an exon of the protein-coding

gene in the sense strand, an intron, or both. Figure 2.6 illustrates these categories.
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Figure 2.6: Five major IncRNA categories: (a) intergenic; (b) intronic; (c¢) bidirectional;
(d) enhancer; (e) sense; and (f) antisense [105].



Mercer et al. [33] discovered some other functions of IncRNAs. They can act in chro-
matin modifications, mediating epigenetic changes by recruiting chromatin remodelling
complexes to specific genomic loci. These molecules also play a role in transcriptional
regulation. The ability of ncRNAs to recognize complementary sequences also allows
highly specific interactions that are responsible to regulating various steps in the post-
transcriptional processing of mRNAs, including their splicing, editing, transport, transla-
tion and degradation.

An illustrative mechanism by which IncRNAs regulate local protein-coding gene ex-
pression at the level of chromatin remodelling, transcriptional control and post-transcri-

ptional processing is shown in Figure 2.7.
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Figure 2.7: Known functions of IncRNAs. (a) ncRNAs can recruit chromatin modifying
complexes to specific genomic loci to impart their catalytic activity. In this case, the ncR-
NAs HOTAIR21, Xist and RepA (the small internal non-coding transcript from the Xist
locus), or Kengotl recruit the Polycomb complex to the HoxD locus, the X chromosome,
or the Kengl domain, respectively, where they trimethylate lysine 27 residues (me3K27)
of histone H3 to induce heterochromatin formation and repress gene expression; (b) ncR-
NAs can regulate the transcriptional process through a range of mechanisms. NcRNAs
tethered to the cyclin D1 gene recruit the RNA binding protein TLS to modulate the
histone acetyltransferase activity of CREB binding protein (CBP) and p300 to repress
gene transcription; (c¢) An ultra conserved enhancer is transcribed as a IncRNA, Evf2,
which subsequently acts as a co-activator to the transcription factor DLX2, to regulate
the DIx6 gene transcription; (d) A ncRNA transcribed from the DHFR minor promoter
in humans can form a triplex at the major promoter to occlude the binding of the general
transcription factor TFIID, and thereby silence DHFR gene expression; (e) An antisense
ncRNA can mask the 5 splice site of the zinc finger homeobox mRNA Zeb2 from the
spliceosome, resulting in intron retention. The translation machinery can then recognize
and bind an internal ribosome entry site (IRE) in the retained intron, resulting in efficient
Zeb2 translation and expression [33].
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2.4.1 Computational methods

In what follows, we describe computational methods to predict IncRNAs.

ISeeRNA [106] is a tool to identify lincRNAs in transcriptome sequencing data. It is
based on a SVM classifier trained to identify these genes, using features as ORF length
and k-mers. Human and mouse were used both to train and test the models.

Lnc-GFP [107] (long non-coding RNA global function predictor) is a IncRNA function
predictor based on a bi-colored network. It integrates gene expression data with protein
interaction data to predict probable IncRNA functions.

For the problem of distinguishing protein coding transcripts (PCTs) from IncRNAs,
many computational methods using machine learning techniques were proposed. CPC
(Coding Potential Calculator) [108] works well with known PCTs, although it may tend to
classify novel PCTs as ncRNAs, if they have not been recorded in protein databases [108].
CPAT tool [59] is based on logistic regression, and it uses four features based on ORFs.
Both, CPC and CPAT, are focused on PCTs identification by calculating a coding po-
tential. LncRNApred [60], IncRScan-SVM [61], DeepLNC [62] and FEELnc [63] can
predict IncRNAs. IseeRNA [109] was specially designed to predict specifically lincRNAs.
LncRScan-SVM and iSeeRNA are methods based on Support Vector Machines (SVM).
LncRNApred and FEELnc are methods constructed using Random Forest, having used
features extracted from the sequence nucleotides to predict IncRNAs. DeepLNC was built
using deep neural networks, having reported high accuracy to predict IncRNAs.

Table 2.4 summarises these methods, indicating their objectives and computational

techniques.

Table 2.4: Tools, and their corresponding objectives and techniques, to predict IncRNAs.

Tool Purpose Method

iSeeRNA [106] lincRNA identification SVM

Inc-GFP [107] IncRNA function prediction 3;:13 lored  net-
CPC [108] distinguish PCTs from ncRNAs  SVM

CPAT [59] distinguish PCTS from ncRNAs logistic regression

IncRNApred [60] distinguish IncRNAs from PCTs random forest
IncRScan-SVM [61]  distinguish IncRNAs from PCTs SVM

DeepLNC [62] distinguish IncRNAs from PCTs Svi?f{s neural net-

FEELnc [63] distinguish IncRNAs from PCTs random forest

2.4.2 Databases

Here, we describe databases containing IncRNAs.
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NRED [110] (ncRNA Expression Database) is a database containing IncRNAs in hu-
man and mouse genomes. This database also provide ancillary information for featured
ncRNAs, including evolutionary conservation, secondary structure evidence, genomic con-
text links and antisense relationships.

NONCODE [100], mentioned before, also covers almost all the published human and
mouse IncRNAs.

DIANA-IncBase [111] is a miRNA-IncRNA interactions database. It contains two
modules: (i) an experimental module, with detailed information for more than 5,000
interactions, between 2,958 IncRNAs and 120 miRNAs; and (ii) a prediction module,
with detailed information for more than 10 million interactions, between 56,097 IncRNAs
and 3,078 miRNAs, results from the DIANA-microT-CDS algorithm [112].

LncRNADisease [113] is a database containing IncRNAs associated with diseases. It
has 600 IncRNA-disease entries and 475 IncRNA interaction entries, including 251 IncR-
NAs and 217 diseases.

Ensembl [9] is a database containing genome and transcriptome data of various species.
Among these data, there are several annotated IncRNAs

IncRNAdb [114] provides comprehensive annotations of eukaryotic IncRNAs.

PLncDB [115] provides information about IncRNAs in plants.

Table 2.5 summarizes theses databases and their contents.

Table 2.5: Databases and their contents.

databases Contents
NRED [110] human and mouse IncRNAs
NONCODE [100] human and mouse IncRNAs

DIANA-IncBase [111] miRNA-IncRNA interactions
IncRNADisease [113]  IncRNAs associated with diseases

Ensembl [9] genome and transcript database
IncRNAdb [114] eukaryotic IncRNAs
PLncDB [115] IncRNAs in plants
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Chapter 3
Machine learning

In this chapter, the techniques of machine learning used in this thesis are detailed. First,
in section 3.1, some basic concepts of machine learnnig are presented. The paradigms
of supervised learning, unsupervised learning and reinforcement learning are briefly de-
scribed in section 3.2. In Section 3.3, we explore the method of Principal Component
Analysis (PCA), used here to select features. In section 3.4, the Support Vector Machine
(SVM) method is explored, while in section 3.5 the semi-supervised learning concepts and

techniques are discussed.

3.1 Basic concepts

The machine learning field provided significant progress to several areas, including molec-
ular biology. It is said that a program learns from a set of experience related to a set of
tasks with a performance measure if its performance to execute its task improves with
increasing experience [56].

Some basic concepts are needed to understand the machine learning techniques [57]:

e Example is a pair (z,y), where x is the input and y is the expected output of the
function f for the input . Both x and y do not need to be numbers, instead they

can be any kind of value.

e Feature or attribute is a characteristic of an object, therefore, we say that a set of

attributes defines an object.
e Class or Label is the classification given to an object.

e Set of examples are divided in two sets: (i) training set; and (ii) test set. The
training set is meant to train the algorithm, and the test set is meant to validate

its training.
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e Overfitting is a phenomenon that occurs when an algorithm adjusts itself to a very

specific data set, thus becaming not effective for a more generic data set.

Machine learning algorithms are classified into four distinct types: (i) supervised learn-

ing; (ii) unsupervised learning, (iii) reinforcement learning; and (iv) semi-supervised learn-

ing.

3.2 Paradigms

In this section, we generally describe three paradigms of machine learning: supervised

learning; unsupervised learning; and reinforcement learning, respectively.

3.2.1 Supervised learning

Supervised learning consists in finding a function from a set of examples of its inputs
and outputs. In other words, supervised learning algorithms have to find a function
h, also called hypothesis, which approximates the function f using a set of examples.
This is called inference. Supervised learning can be easily applied in a fully observable
environment, since an agent can observe the outcome of all its actions [57].

Learning is basically finding a function h, from the training set, which performs in
the same manner even for new examples beyond the training set. The accuracy of the
hypothesis is measured by the test set. The hypothesis generalizes well if it correctly
predicts the value of f(x) for novel examples. For stochastic functions, the algorithm
have to learn the conditional probability distribution, P(y|x) [57].

The learning problem is called classification when the outputs of a function f are
a finite set of discrete values, otherwise it is called regression. A regression problem,
technically, is to find a conditional expectation or average value of y. Figure 3.1 represents
a regression and illustrates the learning of a mathematical function, where y = f(x).

Examples of supervised learning algorithms are Support Vector Machines (SVM), neu-

ral networks, genetic algorithms and decision trees.

3.2.2 Unsupervised learning

The unsupervised learning is the recognition of patterns in the entries, with no information
about the desired output. An agent who only uses unsupervised learning can not learn
what to do because it has no information on what would be a correct action and a desirable
state to be achieved.

Examples of unsupervised learning techniques are Self-Organizing Maps, k-means al-

gorithm and hierarchical clustering algorithms.
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Figure 3.1: (a) Example (x,f(x)) pairs and a consistent linear hypothesis. (b) A consistent
degree-7 polynomial hypothesis for the same data set. (c¢) A different data set, which
admits an exact degree-6 polynomial fit or an approximate linear fit. (d) A simple, exact
sinusoidal fit to the same data set [57].

3.2.3 Reinforcement learning

Reinforcement learning is associated to learning through iterations to achieve a goal.
The agent is the decision maker element, and it is also the entity that learns. The
agent perceives and interacts with the environment, which is all but himself, through
perceptions and actions. The actions taken by the agent generates an immediate reward,
and the buildup of its rewards causes the agent to learn what are the best actions to be
taken within the known possible states of the environment [1]. Figure 3.2 illustrates a
simple iteration cycle of a reinforcement learning process.

Reinforcement learning is associated to learning through iterations to achieve a goal.
The agent is the decision maker element, and it is also the entity that learns. The
agent perceives and interacts with the environment, which is all but himself, through
perceptions and actions. The actions taken by the agent generates an immediate reward,
and the buildup of its rewards causes the agent to learn what are the best actions to be
taken within the known possible states of the environment [1]. Figure 3.2 illustrates a

simple iteration cycle of a reinforcement learning process.
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Figure 3.2: Reinforcement learning iteration cycle [1].
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The reinforcement learning can be used when there are agents who need greater au-
tonomy, inserted in an environment in which there are no examples of actions that serve
as useful parameters to determine the next actions. In this case, the agent, after per-
forming any action, may get a reward. This reward can be good or bad depending on
the action taken by the agent. Keeping this in view, the role of reinforcement learning
is to use the rewards obtained to learn the optimal actions, or near optimal, within this

environment [56].

3.2.4 Semi-supervised learning

The semi-supervised learning, as its name says, is a methodology that seeks to extend the
supervised learning methods using techniques of unsupervised learning and vice versa. It

aims to solve problems with very few classified examples.

3.3 Feature Selection

Objects can be described by features, which are used in machine learning techniques. If
a large number of features are used, this could lead a machine learning technique to the
so-called curse of dimensionality, but only a small number of features can not lead to
the wanted objective. Ideally, the number of selected features should be small enough
to avoid the curse of dimensionality [116] and also large enough to achieve the desired
classification performance. In our case, transcripts can be characterized by a large number
of features, e.g., pattern frequencies (di, tri- and tetra-nucleotides), length and relative
length of Open Reading Frames (ORFs).

In this thesis, we used Principal Component Analysis (PCA) to choose the pattern
frequencies of a transcript that are most important to distinguish IncRNAs from PCTs.
PCA is a mathematical procedure that basically uses an orthogonal transformation to
convert a set of observations of possibly correlated variables into a set of values of linearly
uncorrelated variables [117]. This procedure rotates the data coordinate system such that
variable with the greatest variance lies on the first axis, the second one on the second
axis, and so on.

The orthogonal transformation, also called loading, takes as input an n X n matrix with
eigenvectors in its columns, where n is the number of dimensions of the coordinate system.
Each dimension represents a feature. In order to reduce the number of dimensions, the
coordinate system has to be rotated, and the last m dimensions are removed, resulting
in a coordinate system with n — m dimensions. In order to find the variables that most
contribute to the variability of the data, loadings have to be used, cutting the rows of

the least significant dimensions, and calculating the euclidean norm for each vector of the
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loading n x (n —m) matrix. The biggest the norm, the most the dimension contributes
to the variability of the data, allowing the method to select the n — m most significant

features.

3.4 Support Vector Machine

SVM is a supervised learning model used for classification and regression. In both cases, to
achieve its objectives, SVM constructs hyperplanes in a high dimensional space, selecting
the ones with the largest computed margin separating distinct classes, related to the
training data [118] (Figure 3.3).
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Figure 3.3: SVM hyperplane example [2].

Specifically, for a classification problem, SVM provides a non-probabilistic binary lin-
ear classifier that distinguishes one kind of observation from another, classifying them in
two classes: positive and negative. For each observation, some features must be extracted,
forming an attribute vector that represents the example.

Another relevant aspect to create a non-linear classifier is the choice of an appropriate
kernel function k(x;,x;), which can be used to transform the attribute vector of each
observation in order to use the SVM method [119]. Some kernel functions are non-linear.

Some common kernel functions [120], with selected constants v and coe f0, are shown:
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An important parameter for a SVM is the C cost, also known as penalty factor, a
value that measures the penalty given for each non-separable points when selecting a

hyperplane. If its to large, the SVM may overfit, and if its to small, it may underfit [120].

3.5 Semi-supervised learning

The semi-supervised learning, as said name says, is a methodology that seeks to extend
the supervised learning methods using techniques of unsupervised learning and vice versa.
It was shown that, for some applications, this algorithm overcomes the performance of
the other two methods, used alone. Figure 3.4 illustrates the decision boundaries of each

class of algorithm.
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Figure 3.4: Example of supervised and semi-supervised decision boundaries.

The dataset typically applied to a semi-supervised learning algorithm consists of a set
X ={x1,..., Tiem) } divided in two subsets: (i) a set X; = {1, ..., 2}, for which there is a
set Y, = {y1, ..., y;} of labels, where y; is the label of z;; and (ii) a set X, = {x;51, ..., Ty
of unlabeled data [58].

This type of dataset is found at the beginning of every sequencing project. This is also
a characteristic of almost all IncRNAs databases, which makes this learning paradigm a
strong candidate for the distinction of IncRNAs and PCTs.
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For the semi-supervised learning paradigm, Brachman et al. [121] propose two kinds
of methods:

Semi-supervised classification
It is an extension of the supervised classification problem. The training set contains
a set X; of labeled data and a set X, of unlabeled data, and assumes that the
amount of unlabeled data is much larger than the amount of labeled data, | < u.
This method aims to train a classifier f with the set of labeled and unlabeled data

in order to outperform a supervised classification using only the labeled data.

Constrained clustering
It is an extension of the unsupervised clustering problem. The training set contains
a set X, of unlabeled data. The set X; of labeled data is used to extract information
about the cluster, for example, constraints that determines if two values x; and xy,

can be elements of the same cluster, or not.

There are two methodologies applied to the classes of semi-supervised learning al-
gorithms, transduction and induction. Transduction consists of directly estimating a
function f : X!** — Y+ to classify only the unlabeled data, while induction consists of
inferring a function f: X — Y to classify the whole dataset [121].

As other techniques of machine learning, like supervised learning, which have to have
some assumptions and prerequisites to rely on, the semi-supervised learning technique
also has some prerequisites and assumptions.

A prerequisite of this method is that the distribution of examples has to be relevant
to the classification problem, i.e., the knowledge of p(z) that is obtained from the un-
labeled data X, has to carry information useful in the inference of p(y|x). Otherwise,
semi-supervised learning will not yield an improvement over supervised and unsupervised
learning [58].

In order to generalize from a finite training set to a possibly infinite test case set, four

assumptions must be ensured [58]:

Semi-Supervised Smoothness Assumption
If two points x; and z; in a high-density region are close, so should be the corre-

sponding outputs y; and y;.

This implies that if these two points are in a high-density region, i.e. a cluster,
then their outputs are likely to be close, and if they are separated by a low density

region, their outputs are far apart.

The Cluster Assumption

If points are in the same cluster, they are likely to be of the same class.
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In other words, a cluster represents a class, but a class can be separated in one or
many clusters. And if two points are classified in two different classes, there should

be a low density region between them, which is called decision boundary.

The Manifold Assumption

The high-dimensional data lie roughly on a low-dimensional manifold.

Transduction
Vapnik’s Principle: When trying to solve some problem, one should not solve a more

difficult problem as an intermediate step.

For example, if label predictions are only required for a given test set, transduction
can be argued to be more direct than induction. Note that transduction is not the
same as semi-supervised learning: as said above, some semi-supervised algorithms

are transductive, but others are inductive.

The semi-supervised learning methods are divided in four groups: (i) Generative Mod-
els; (ii) Low-Density Separation; (iii) Graph-Based Methods; and (iv) Change of Repre-

sentation.

3.5.1 Generative models

Generative models involve the estimation of the condicional density p(z|y). Any additional
information about p(z) for this method can be useful. It can be seen as a clustering
problem with additional information about the cluster density, i.e., it implements the
cluster assumption [58].

An advantage of this approach is that knowledge of the problem and of the data can
be naturally incorporated by modeling. If the modeling is accurate, the unlabeled data
will increase the algorithm performance, but if the modeling is not accurate, the unlabeled

data will decrease the algorithm performance [58].

3.5.2 Low-density separation

This model is based on a maximum margin algorithm such as SVM. The method for
maximazing the margin using labeled and unlabeled data is called transductive SVM
(TSVM).

The TSVM problem is nonconvex, and thus difficult to optimize. A possible optimiza-
tion is done by training the SVM with labeled data. Afterwards, the unlabeled data is
classified and used to form a new training set with all data through iterations. After each

iteration, the unlabeled data weight is decreased.
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3.5.3 Graph-based methods

Today, graph-based methods represent the more active area of research within the semi-
supervised learning field. These methods use graph representation for expressing data,
where data is associated to a node of the graph, and the edges are labeled with the
similarity between neighbouring nodes. Absence of an edge between two nodes is regarded
as a lack of similarity between these nodes.

Learning through a graph consists of labeling nodes that have unlabeled data through
the edges that connect the unlabeled data with a labeled node. Thus, w;; is the similarity
between the nodes x; and z;, and y; and y; are respectively the labels of this nodes. So
the higher the value of w;;, the more likely y; and y; are the same.

Two graph based methods are Label Propagation and Label Spreading [58].

3.5.4 Change of representation

This model is not intrinsically semi-supervised learning, but performs a two-step learn-
ing. It applies an unsupervised learning method in all data X = X; U X, ignoring the
available labels for a contruction of a new metric or a new kernel, and afterwards, applies

a supervised learning method in all the labeled data X of this new kernel.

3.5.5 Bioinformatics applications

Next, some semi-supervised learning methods, applied to bioinformatics and computa-
tional biology, are briefly discussed.

Chapelle et al. [58] propose two methods. The first one aims to predict a structural
class of one protein, given its amino acid sequence. This method extends a SVM to take
advantage of the non labeled data, having used two cluster kernels: (i) the neighbour-
hood mismatch kernel; and (ii) the bagged mismatch kernel. In the same article, a second
method aims to predict protein functions using a graph-based semi-supervised learning
approach. Multiple graphs were combined and used for function classification of yeast
proteins. The use of multiple graphs showed better performance than a single graph ap-
proach. When compared to a Semi-Definite Programming based Support Vector Machine
(SDP/SVM), it shows comparable results in a shorter time.

Nguyen et al [122] created a semi-supervised learning method using human genes
responsible for diseases and a protein-protein interaction database for humans to predict
novel disease genes.

Regularized Least Squares for MiRNA-Disease Association (RLSMDA) [123] is also a
semi-supervised learning method to identify relationships among diseases and miRNAs.

This method does not use negative samples to build the models.
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Stanescu and Caragea [124] presented a method that focuses on predicting splice sites
in a genome, using self-training and co-training approaches.

Provoost et al [125] proposes a semi-supervised learning method that uses SVM to
address gene regulation networks. SVM is used to classify unlabeled data, which creates

new samples in the training data sets.
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Chapter 4

A Support Vector Machine based
method to distinguish long
non-coding RNAs from protein

coding transcripts

In this chapter, we present the article [126] published in BMC Genomics https://

bmcgenomics.biomedcentral. com.

4.1 Background

In recent years, thousands of sequencing projects around the world have been creating
enormous volumes of RNA data, which has led to the discovery and description of a rapidly
increasing number of non-coding RNAs (ncRNAs) in eukaryotic genomes [29, 30, 31, 8.
NcRNAs are a highly heterogeneous group, ranging in length from about 20 bases in
microRNAs and siRNAs [35] to “macroRNAs” spanning hundreds of kilobases [36, 37],
known as long non-coding RNAs (IncRNAs). While the majority of ncRNAs seem to be
spliced and processed similar to coding mRNAs, there is also a large body of unspliced
transcripts [38, 39] and a vast number of small processing products [40]. The functions of
ncRNAs are analogously diverse. In fact, they appear to be involved in virtually all the
regulatory processes in the cell.

Although they are often pragmatically defined as transcripts of a more than 200 nu-
cleotides in length, and without any apparent coding capacity, IncRNAs are still rather
poorly understood [41, 33, 42]. Nevertheless, some classes, such as chromatin-associated
long intergenic ncRNAs (lincRNAs) [43], as well as subgroups that are directly involved

in transcriptional and post-transcriptional regulation [44, 45, 46|, have been identified in
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high throughput analyses. An extensive literature links IncRNAs with a wide array of
diseases [47, 48, 49, 50], although the molecular mechanisms underlying IncRNA action
are still largely unknown.

Distinguishing between protein coding transcripts (PCTs) and long non-coding tran-
scripts (IncRNAs) is a surprisingly difficult task in practice, and there is still an ongoing
controversy whether some or even the majority of the transcripts currently classified as
“non-coding” can in fact be translated.

From a computational point of view, distinguishing PCTs from IncRNAs is a paradig-
matic machine learning task, and several tools have become available for this purpose.
Among these tools, CPC (Coding Potential Calculator) [108] and CPAT [59] have been
developed to discriminate PCTs from ncRNAs. While CPC works well with known PCTs,
it may tend to classify novel PCTs as ncRNAs, if they have not been recorded in protein
databases [108]. The CPAT tool is based on logistic regression, and it uses four features
based on ORFs.

Tools such as LncRNApred [60], IncRScan-SVM [61], DeepLNC [62] can predict IncR-
NAs. IseeRNA [109] was specially designed to predict lincRNAs. LncRScan-SVM and
iSeeRNA are methods based on Support Vector Machines (SVM), trained with data from
humans and mice, both presenting very good results. To predict IncRNAs, these two meth-
ods use GTF as input files, along with conservation data and some nucleotide patterns
extracted from the sequences, to predict IncRNAs. LncRNApred is a method that was
constructed using Random Forest, and features extracted from the sequence nucleotides
to predict IncRNAs. DeepLNC was built using deep neural networks, and reported high
accuracy to predict IncRNAs. Unfortunately, it is not clear which features were used, and
the DeepLLNC site presents an exception when any fasta file is submitted.

Recently, Wucher et al. [63] proposed FEELnc (FlExible Extraction of LncRNAs), a
program to annotate IncRNAs based on a Random Forest model, trained with frequency
nucleotide patterns and relaxed ORFs. They used FEELnc on a data set of canine RNA-
seq samples, having improved the canine genome annotation with 10.374 novel IncRNAs.

Comprehensive reviews of these tools have been provided by Han et al. [61] and Guo
et al. [127]. Similarly, Ventola et al. [128] studied features extracted from sequence data,
those presented in the literature and some newly proposed features, in order to find
signatures (groups of features) that can distinguish IncRNA transcripts from other classes,
such as PCTs.

In general, the basic idea of the methods that use information of transcript nucleotides
is to create a model to predict ncRNAs from known samples already stored in databases.
Despite working well with the species for which they have been trained, these methods

do not usually generalize for other organisms. In other words, these approaches are not
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capable of reliably predicting IncRNAs in a variety of species.

In addition, there are various databases containing IncRNAs (see Guo et al. [127]
and Fritah et al. [129] for detailed reviews). Among them, Ensembl [9], NONCODE
v. 4.0 [130], IncRNAdb [114], PLncDB [115], NRED [110] provide information on gen-
eral and specific IncRNAs, while DIANA-LncBase [131] and IncRNADisease [132] present
interactions among IncRNAs and other ncRNAs or proteins.

Moreover, in recent years, experimental and computational models have been devel-
oped to predict secondary and tertiary structures of IncRNAs, as explored in Yan et
al. [133]. While the prediction of the IncRNAs’ secondary structures in-vitro has high-
experimental costs, in-silico methods are low cost, but they exhibit high false-positive
rates [127].

Although IncRNAs have very heterogenous characteristics [41, 33, 42], the previous
described methods indicate that there are sets of features that allow researchers to dis-
tinguish IncRNAs from PCTs.

In this study, we present a SVM based method to distinguish IncRNAs from PCTs,
using features extracted from transcript sequences: frequencies of nucleotide patterns
selected by Principal Component Analysis (PCA) [117]; open reading frame (ORF) length;
and ORF relative length. In addition, in order to analyze the performance of our method,
we developed case studies with human, mouse and zebrafish data. We also compared
results of our method to other tools found in the literature. To validate our model,
we applied it to three different species (human, gorilla and rhesus macaque), as well as
to human and mouse pseudogenes. Finally, we re-annotated data from Swiss-Prot, and

annotated transcripts derived from RNA-seq data, reported in Necsulea et al [134].

4.2 Methods

4.2.1 Data

Four data sets for training the models were obtained from Ensembl [9]: human (Homo
sapiens) assemblies GRCh37 patch 13 (hgl19, GENCODE 19) and GRCh38 patch 10 (hg38,
GENCODE 26), mouse (Mus musculus) assembly GRCm38 patch 5 (mm10, GENCODE
M13), zebrafish (Danio rerio) assembly GRCz10. These transcript FASTA files contain
PCT and IncRNA sequences, while the classification was extracted from the transcript

biotype, provided by Ensembl.
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4.2.2 The SVM based method

We propose a method based on SVM to distinguish IncRNAs from PCTs (see Figure 4.1),
using PCA to reduce the number of features calculated from the nucleotides of the tran-

scripts.

Ensembl
tasta flles

Remove sequences
< 200 bases

Tralning datasat

filterad
tasta fles
Standard
dataset

Fositive and
negative sets
with oty
salactad

FCA

negative sets)

attributes

Y

Calculate nuclectide
pattem frequencies
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SVM training

!

> Testing dataset L SVM Model

Figure 4.1: The method to distinguish IncRNAs from PCTs. The method is based on
SVM and uses as attributes nucleotide pattern frequencies, chosen with the support of
PCA, together with the first ORF relative length, a characteristic that informs the coding
potential of a transcript.

First, a standard data set was created, removing all the sequences shorter than 200
bases from the original FASTA files. This standard data set contained, besides the tran-
scripts (description and sequence), some calculated features (nucleotide pattern frequen-
cies and ORF lengths) for each transcript, as follows. These features were divided in two
sets: the first one contained the average frequency of the di-, tri- and tetra-nucleotide
patterns in all the possible frames; and the second set contained the length and relative
length of the first and the longest predicted ORFs. The relative length of an ORF is
defined by its length divided by its corresponding transcript length.

The standard data set generated two other sets - training and testing, each composed
of a positive set (containing IncRNAs) and a negative set (containing PCTs), of equal
sizes. The training and the testing data sets were randomly generated, 75% for training
and 25% for testing.
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First set of features built with PCA

In the standard data set, there was a total of 336 different frequencies of nucleotide pat-
terns in the first set: 16 di-nucleotide pattern frequencies; 64 tri-nucleotide pattern fre-
quencies; and, 256 tetra-nucleotide pattern frequencies. We reduced the number of these
possible features, having identified their relative importance, with the PCA method [117].
Thus, PCA was applied to all the nucleotide pattern frequencies of the training data set,
to find how many, and which ones, would effectively help to distinguish between IncRNAs
and PCTs.

The orthogonal transformation produced by PCA was used to calculate the “contri-
bution” of each nucleotide pattern frequency. This orthogonal transformation is an n x n
matrix with eigenvectors in its columns and features in its rows, where n = 336 frequen-
cies of nucleotide patterns. We removed the m least significant columns from this matrix,
obtaining a new n X (n —m) matrix, and calculated the Euclidean norm of the new vec-
tors, also called loadings, represented by its columns. These norms are the contributions
of the frequencies after the dimension reduction. This allowed to select sets of nucleotide
pattern frequencies in the training data set.

The PCA indicated that a set of 10 features could explain about ~ 65.0% of data,
while a set of 60 features could explain about &~ 95.0% of data. From this information, we
created 6 groups of nucleotide pattern frequencies with sizes 10, 20, 30, 40, 50 and 60. The
frequencies of nucleotide patterns that most contributed to the orthogonal transformation
were selected to create each group. Each of these groups formed the first potential sets

of features.

Second set of features regarding ORFs

In addition, four sets of features were constructed, in order to find the best set of features
regarding ORFs: the first ORF length and its relative length; the first ORF relative length;
the longest ORF length and its relative length; and the longest ORF relative length.

Implementation

To implement the SVM method [119], a libSVM package [120] was used.

In order to find the best set of features, we combined the 6 sets of features found
with the PCA (10, 20, 30,40, 50 and 60 frequencies of nucleotide patterns) and the 4 sets
of features described above (the first and the longest ORF lengths and their relative
lengths), thereby creating 24 experiments.
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In these 24 experiments, the grid search tool' with 10-fold cross validation was used
in the training data set, to define which experiment performed best. In each experiment,

the best C' and v parameters were selected.

Case studies

Four case studies were performed to evaluate the SVM method. We validated all the
models created with species different from those used in the training phase, according
to the following data sets: rat (Rattus norvegicus) assembly Rnor6.0, pig (Sus Scrofa)
assembly Sscrofal(.2, and fruitfly (Drosophila melanogaster) assembly BDGP6. We also
applied the models to human and mouse pseudogenes. In addition to this, we re-annotated
two sequences from Swiss-Prot database [135], and annotated contigs derived from RNA-

seq transcripts of human, gorilla and rhesus macaque, reported in Necsulea et al [134].

4.3 Results and Discussion

4.3.1 Human

In the first case study, only human data from the assemblies GRCh37 (hgl9) and the
GRCh38 (hg38) were used for training and testing. Our databases included 104,763
PCTs and 24,513 IncRNAs from GRCh37, and 102,915 PCTs and 28, 321 IncRNAs from
GRCh38. We filtered all the sequences shorter than 200 bases, having obtained 94, 830
and 92,716 PCTs from GRCh37 and GRCh38 assemblies, respectively, and 24,266 and
28,024 IncRNAs from GRCh37 and GRCh38 assemblies, respectively.

To train the models, 18,200 PCTs and 18, 200 IncRNAs were used from GRCh37, and
21,018 PCTs and 21,018 IncRNAs from GRCh38. GRCh37 testing data set included
6,066 PCTs and 6,066 IncRNAs, while the GRCh38 testing data set contained 7,006
PCTs and 7,006 IncRNAs.

The 6 sets of nucleotide pattern frequencies selected with PCA were used to identify
which one produced the best results. To do this, we used two ROC curves (see Fig-
ures 4.2 and 4.3). These figures show the results of the models trained with the first
ORF relative length and the 6 nucleotide pattern sets. The curve for the model trained
with 50 nucleotide frequencies performed slightly better for both assemblies, GRCh37 and
GRCh38.

The nucleotide pattern frequencies that achieved the best results for the human data
are shown in Table 4.1. The nucleotide pattern frequencies for both GRCh37 and GRCh38

LA Python script to find a model with C and v parameters presenting the best accuracy, which is part
of the 1ibSVM package.
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Figure 4.2: GRCh37 ROC curve used to select the set with the best nucleotide pattern
frequencies. The model trained with a set composed of 50 nucleotide pattern frequencies
performed slightly better than the other models.

data sets were almost equal, the only difference being, “acg” and “gta”. We noted that
both patterns are among the lowest PCA loadings, compared to all the other patterns.

Using these patterns, together with the first and longest ORF relative lengths as
features, we trained 8 models with two kernels, radial and quadratic, having tested them
with both data sets, GRCh37 and GRCh38. The results are shown in Table 4.2 and
Figures 4.4 and 4.5. The quadratic kernel achieved substantial accuracy in almost all the
tests, while the radial kernel achieved very high accuracy in all of them.

In other results, the difference of the ORF relative length was very small when using
the first and the longest ORF relative lengths. Although we were able to achieve very close
values of accuracy, the first ORF relative length model presented higher sensitivity than
the longest one. In addition, finding the first ORF (O(n)) has a lower time complexity
when compared to finding the longest ORF (O(n?)). From a biological point of view, the
canonical model for translation initiation is the scanning model of the ribosome, which is
finding the initial “atg” codon [136]. It is worth noting that, in our data sets, in ~ 94%
of the IncRNAs, the first ORF was different from the longest one, while in &~ 93% of the
PCTs, the first and the longest ORFs were the same. Using only this characteristic, we
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Figure 4.3: GRCh38 ROC curve used to select the set with the best nucleotide pattern
frequencies. The model trained with a set composed of 50 nucleotide pattern frequencies
performed slightly better than the other models.

Table 4.1: Selected nucleotide pattern frequencies for the human data.

GRCh37 and

GRCh38 data sets were analyzed to identify 50 pattern frequencies with the highest PCA
loadings. The patterns “acg” and “gta”, in bold, are the only difference. In the additional
files, we listed these nucleotide pattern frequencies, ordered by PCA loadings.

GRCh37

GRCh38

© 0 J O Ot = W N

—_
e}

aa, aaa, ac, aca, acg
act, ag, aga, at, ata
atc, atg, att, ca, caa
cac, cag, cat, cc, cca
cce, cg, cge, ct, cta
cte, ctg, ga, gac, gag
gc, gcg, 88, 22g, gt
gte, gtg, ta, tac, tag
tat, tc, tca, tct, tg
tga, tgt, tt, ttg, ttt

aa, aaa, ac, aca, act
ag, aga, at, ata, atc
atg, att, ca, caa, cac
cag, cat, cc, cca, ccc
cg, cge, ct, cta, cte

ctg, ga, gac, gag, gc
gcg, g8, 8gg, gt, gta
gte, gtg, ta, tac, tag
tat, tc, tca, tct, tg

tga, tgt, tt, ttg, ttt
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Figure 4.4: GRCh37 ROC curve used to select the best ORF relative length, and the
kernel. The model trained with the first ORF relative length and the radial kernel obtained
better results.

built a deterministic classifier to distinguish IncRNAs from PCTs, and compared it with
the best SVM model (Figure 4.6). This classifier achieved ~ 93.5% accuracy. Thus, we
decided to use the first ORF relative length as a feature in our models.

The contribution of each feature set was also investigated (Figures 4.7 and 4.8). Each
feature set can also distinguish IncRNAs from PCTs with high confidence. The model
using only the first ORF achieved 92.90% accuracy in GRCh37 data set and 92.95%
in GRCh38 data set, while the model using only the 50 frequencies of nucleotide pattern
achieved an accuracy of 90.86% and 91.54%, respectively. These results confirm that ORF
content is a key characteristic, as reported in the literature, and, also show that other
features, such as sets of nucleotide pattern frequencies, can achieve similar performance
in distinguishing IncRNAs from PCTs. However, we found that combining all the features
in one model presented better results.

We compared our results with the methods and results presented by Sun et al. [109,
137], Han et al. [61], Pian et al. [60] and Wucher et al. [63], as shown in Table 4.3. Note
that, in these comparisons, the same human assemblies were used. These results show

that, in all the chosen metrics, our method presented better results.
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Figure 4.5: GRCh38 ROC curve used to select the best ORF relative lenght, and the
kernel. The model trained with the first ORF relative length and the radial kernel obtained
best results.

DeepLLNC of Tripathi et al. [62] presented almost the same results, when compared
to our method. In contrast to the other methods, we did not execute any experiment
directly, since DeepLNC uses the Incipedia database [138], and does not clearly indicate
the negative data set. We also attempted to use their method with our data set, but
the web application (http://bioserver.iiita.ac.in/deeplnc/) presented an excep-
tion when submitting a fasta file, and failed to report any results. Notably, 98.21% of all
the IncRNAs of the Incipedia database were correctly classified by our method.

Moreover, in order to verify the performance of our method in a highly curated set of
IncRNAs and PCTs, we selected the best trained model to classify human data, the one
trained with data from GRCh37, with 50 PCA selected nucleotide pattern frequencies
and the first ORF relative length. This model was used to classify the highly curated
data set of 5.322 IncRNAs reported by Nitsche et al. [139] and 5.322 PCTs randomly
chosen from the Swiss-Prot reviewed database [135], but not including those annotated
as putative, hypothetical, unknown and predicted. The model analyzed this data set with
96.15% accuracy, 99.72% sensitivity (5,307/5,322) and 92.58% specificity (4,927/5, 322).
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Figure 4.6: GRCh37 ROC curve showing the performance of the deterministic classifier
compared to the best SVM model.

4.3.2 Mouse

For the second case study, we used mouse transcript data, from the GRCm38 assembly,
with 61,440 PCTs and 11,511 IncRNAs. Again, we removed all the sequences shorter
than 200 nucleotides, which resulted in 57,191 PCTs and 11,347 IncRNAs. This data
was randomly split in two data sets, a training data set with 8 510 PCTs and 8,510
IncRNAs, and a testing data set with 2,837 PCTs and 2,837 IncRNAs.

Models with the 6 nucleotide pattern sets together with the first ORF relative length
were also used to find which set would perform better. The ROC curve in Figure 4.9
shows that the model trained with 50 nucleotide frequencies performed better than the
other models. The nucleotide pattern frequencies that achieved the best results for the
mouse data are shown in Table 4.4.

Similar to the human case, using these nucleotide pattern frequencies, we also analyzed
models trained with radial and quadratic kernels, using the first and the longest ORFs,
as well as absolute and relative lengths. Analyzing the results, shown in Table 4.5 and
in Figure 4.10, we found that the best model was trained using the radial kernel, with

features of the set of 50 frequencies of nucleotide patterns and the first ORF relative
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Figure 4.7: GRCh37 ROC curve showing the performance of a model trained with the first
ORF relative length only, another model trained with the 50 selected nucleotide patterns
frequencies, and a third model using all these features.

length.

Again, the contribution of each feature category was investigated (Figure 4.11). The
model using only the first ORF achieved 93.52% accuracy, while the model using only
the 50 frequencies of nucleotide patterns achieved an accuracy of 90.68%. Once more,
ORF content is confirmed as a determinant characteristic, as well as a set of nucleotide
pattern frequencies that achieved similar performance, to distinguish IncRNAs from PCTs.
However, we found that combining all the features in one model improved performance.

The comparison of our results with those obtained by Sun et al. [109, 137], Han et
al. [61], Pian et al. [60] and Wucher et al. [63] (see Table 4.6), shows that our method
achieved better sensitivity and accuracy than the other methods, although the specificity
was 1.41% lower than CPC, despite a 23.24% higher sensitivity in this case. Therefore,
our method presented better performance in distinguishing IncRNAs from PCTs in mouse

transcript data, when compared to the other tools.
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GRCh38 ROC Curve
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Figure 4.8: GRCh38 ROC curve showing the performance of a model trained with the first
ORF relative length only, another model trained with the 50 selected nucleotide patterns
frequencies, and a model using all these features.

4.3.3 Human and Mouse

This case study was analyzed to verify if a cross species model would better distinguish
IncRNAs from PCTs than the previously tested single species models.

In this case study, we used the same training and testing data from the previous case
studies to build the training and testing data sets. We combined data from GRCh37 with
GRCm38 and from GRCh38 with GRCm38.

First, we selected the 50 nucleotide pattern frequencies to build the models (see Ta~
ble 4.7). The least significant patterns (lowest PCA loading), “cca” and “gac”, were the
only differences in these sets.

Using these patterns, we trained models with the first and the longest ORF relative
lengths. The results are shown in Table 4.8.

We noticed a small improvement in accuracy using the bi-species model, when com-
pared to the single species model. These results suggest that a multi-species model can
slightly improve distinguishing IncRNAs from PCTs, when compared to a single species

model.
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Figure 4.9: GRCm38 ROC curve used to select the best set of nucleotide pattern fre-
quencies. The model trained with the set composed of 50 nucleotide pattern frequencies
performed better than the other models.

4.3.4 Mouse and Zebrafish

The last case study was performed to evaluate our method when creating a multi-species
model with data from two evolutionary distant species, together with a fewer number of
annotated IncRNAs. To do this, we used mouse (GRCm38) and zebrafish (GRCz10).

The same training and testing data sets from the mouse case study were used, together
with data from GRCz10, 2,775 PCTs and 2, 775 IncRNAs for training, and 926 PCTs and
926 IncRNAs for testing.

The 50 nucleotide pattern frequencies selected by the PCA are shown in Table 4.9.
These 50 patterns and the first ORF relative length were used to create the SVM model,
which obtained the results presented in Table 4.10.

Once again, the results show that we can use the same method on different sets of
species, creating a multi-species model to distinguish IncRNAs from PCTs, with high

accuracy.
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Figure 4.10: GRCm38 ROC curve used to select the best ORF relative lenght and the
kernel. The model trained with the first ORF relative length and the radial kernel obtained

the better results.

4.3.5 Model validation

To validate our method, we used the best model of each case study to distinguish IncRNAs

from PCTs in data sets of species that were not used in the SVM training. The objective

was to analyze under- and overfitting, and also whether the models could distinguish

IncRNAs from PCTs in data sets of evolutionarily close and distant species.

Besides the data sets used in each case study, we used data from pig (Sscrofal0.2) -
205 IncRNAs and 205 PCTs, rat (Rnor6.0) - 3,537 IncRNAs and 3,537 PCTs, and fruit
fly (BDGP6) - 2,776 IncRNAs and 2,776 PCTs. All the results are shown in Table 4.11.
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Figure 4.11: GRCm38 ROC curve showing the performance of a model trained with first
ORF relative length only, another model trained with the 50 selected nucleotide patterns
frequencies, and a third model using all these features

44



Table 4.2: Results of the human case study. We trained 8 models with two data sets,
GRCh37 and GRCh38, to select the first, or the longest, ORF relative lengths (the length
of the corresponding ORF divided by the length of the transcript). The better results for
each data set are in bold.

Vgt data et GrongT | GRONSS
Radial using GRCh37 and First ORF
Sensitivity 98.95% 99.43%
Specificity 97.41% 97.23%
Accuracy 98.18% 98.33%
Radial using GRCh37 and Longest ORF
Sensitivity 98.09% 98.73%
Specificity 97.50% 97.55%
Accuracy 97.80% 98.14%
Quadratic using GRCh37 and First ORF
Sensitivity 98.15% 98.83%
Specificity 96.60% 96.41%
Accuracy 97.38% 97.62%
Quadratic using GRCh37 and Longest ORF
Sensitivity 94.79% 95.54%
Specificity 97.23% 97.19%
Accuracy 96, 01% 96.36%
Radial using GRCh38 and First ORF
Sensitivity 89.86% 97.54%
Specificity 98.64% 99.26%
Accuracy 94.25% 98.40%
Radial using GRCh38 and Longest ORF
Sensitivity 98.37% 97.63%
Specificity 97.76% 97.58%
Accuracy 98.06% 97.61%
Quadratic using GRCh38 and First ORF
Sensitivity 80.43% 98.66%
Specificity 98.84% 96.78%
Accuracy 89.63% 97.72%
Quadratic using GRCh38 and Longest ORF
Sensitivity 94.77% 95.08%
Specificity 97.66% 97.50%
Accuracy 96.21% 96.29%
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Table 4.3: Results for models trained with human data. Results
in bold are the best for each test data set. Note that our method

produced the best results.

Test data set

Method GRCh37 | GRCh38 | NONCODE
Radial using GRCh37 and First ORF

Sensitivity 98.95% | 99.43% 96.67%
Specificity 97.41% | 97.23% -
Accuracy 98.18% | 98.33% -
Radial using GRCh38 and First ORF

Sensitivity 89.86% 97.54% 88.75%
Specificity 98.64% | 99.26% -
Accuracy 94.25% | 98.40% -
CPC **¢

Sensitivity 67.23% 69.90% -
Specificity 97.62% | 73.90% -
Accuracy 82.43% | 71.90% -
CPAT #°

Sensitivity 94.60% | 89.90% -
Specificity 85.28% | 92.40% -
Accuracy 89.94% | 91.20% -
IncRScan-SVM *

Sensitivity 93.88% - -
Specificity 89.20% - -
Accuracy 91.94% - -
iSeeRNA "¢

Sensitivity 96.10% - -
Specificity 94.70% - -
Accuracy 95.40% - -
IncRNApred ¢!

Sensitivity . - 93.40%
Specificity - - -
Accuracy - - -
FEELnc °©

Sensitivity - 92.30% -
Specificity - 91.50% -
Accuracy - 91.90% -

2 Results obtained in Han et al. [61]

> Results obtained in Sun et al. [109]

¢ This method was created to classify only lincRNAs
4 Results obtained in Sun et al. [60]
¢ Results obtained in Wucher et al. [63]
f'We only considered sensitivity, since the negative test data

was not clearly specified in the article
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Table 4.4: Selected nucleotide pattern frequencies for mouse data. GRCm38 data set was
analyzed to identify the 50 pattern frequencies with the higher PCA loadings.

GRCm38
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aa, aaa, ac, aca, acg
act, ag, aga, at, ata
atc, atg, att, ca, caa
cac, cag, cat, cc, cca
cce, cg, cge, ct, cta
cte, ctg, ga, gac, gag
gc, gcg, g8, 888, gt
gte, gtg, ta, tac, tag
tat, tc, tca, tct, tg
tga, tgt, tt, ttg, ttt

Table 4.5: Results for models trained with mouse data. Results in bold are the best ones

for each test data set.

Test data set

Model GRCm38
Radial using GRCm38 and First ORF
Sensitivity 98.70%
Specificity 96.96%
Accuracy 97.83%
Radial using GRCm38 and Longest ORF
Sensitivity 97.49%
Specificity 97.03%
Accuracy 97.26%
Quadratic using GRCm38 and First ORF
Sensitivity 98.38%
Specificity 95.80%
Accuracy 97.09%
Quadratic using GRCm38 and Longest ORF
Sensitivity 96.51%
Specificity 96.99%
Accuracy 96.75%
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Table 4.6: Results for models trained and tested
with mouse data. Results in bold are the best

ones for each test data set.

ot Test data set GRCm38 (mm10)
Radial using GRCm38 and First ORF
Sensitivity 98.70%
Specificity 96.96%
Accuracy 97.83%
cpC?

Sensitivity 75.46%
Specificity 98.37%
Accuracy 86.91%
CPAT ®

Sensitivity 95.34%
Specificity 88.17%
Accuracy 91.76%
IncRScan-SVM *

Sensitivity 95.29%
Specificity 89.14%
Accuracy 92.21%
iSeeRNA "¢

Sensitivity 94.20%
Specificity 92.70%
Accuracy 93.45%
FEELnc ¢

Sensitivity 94.10%
Specificity 93.80%
Accuracy 93.90%

2 Results obtained in Han et al. [61]
b Results obtained in Sun et al. [109]
¢ This method was created to classify only lin-

cRNAs

4 Results obtained in Wucher et al. [63]
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Table 4.7: Selected nucleotide pattern frequencies for human and mouse data. GRCh37,
GRCh38 and GRCm38 data sets were analyzed to identify the 50 pattern frequencies with
the highest PCA loadings. The patterns “cca” and “gac”, in bold, are the only differences.

GRCh37 and GRCm38

GRCh38 and GRCm38
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aa, aaa, ac, aca, acg
act, ag, aga, at, ata
atc, atg, att, ca, caa
cac, cag, cat, cc, cca
cce, g, cge, ct, cta
cte, ctg, ga, gag, gc
gcg, gg, ggg, gt, gtc
gtg, ta, tac, tag, tat
te, tca, teg, tet, tg
tga, tgt, tt, ttg, ttt

aa, aaa, ac, aca, acg
act, ag, aga, at, ata
atc, atg, att, ca, caa
cac, cag, cat, cc, ccc
cg, cge, ct, cta, cte

ctg, ga, gac, gag, gc
gcg, gg, ggg, gt, gtc
gtg, ta, tac, tag, tat
tc, tca, teg, tet, tg

tga, tgt, tt, ttg, ttt

Table 4.8: Results of the human and mouse case study. We trained four models with two
data sets, GRCh37/GRCm38 and GRCh38/GRCm38, and also compared the selection of
two attributes, first and longest ORF relative lengths. The best results for each test data
set, GRCh37, GRCh38 and GRCm38, are in bold.

Vgt data e GRCL3T | GRORSS | GRCm3S
Radial using GRCh37, GRCm38 and First ORF
Sensitivity 98.86% | 99.42% | 98.51%
Specificity 97.56% | 97.69% | 97.54%
Accuracy 98.21% | 98.55% | 98.02%
Radial using GRCh37, GRCm38 and Longest ORF
Sensitivity 98.05% | 98.67% 97.60%
Specificity 97.53% | 97.59% 97.54%
Accuracy 97.79% | 98.13% | 97.57%
Radial using GRCh38, GRCm38 and First ORF
Sensitivity 91.22% 99.24% 98.66%
Specificity 98,65% | 97.46% | 97.41%
Accuracy 94.93% | 98.35% | 98.03%
Radial using GRCh38, GRCm38 and Longest ORF
Sensitivity 98.31% | 98.20% 98.23%
Specificity 97.83% | 97.63% | 97.74%
Accuracy 98.07% | 97.91% | 97.98%
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Table 4.9: Selected nucleotide pattern frequencies from mouse and zebrafish. GRCm38
and GRCz10 data sets were analyzed to identify the 50 pattern frequencies with the
highest PCA loadings.

GRCm38 and GRCz10

aa, aaa, ac, aca, acg

act, ag, aga, at, ata
atc, atg, att, ca, caa
cac, cag, cat, cc, cca
cce, ¢g, cge, ct, cta

cte, ctg, ga, gag, gc

gcg, 88, 8gg, gt, gtc
gtg, ta, tac, tag, tat

© 00 J O Ot = W N =

te, tea, teg, tet, tg
tga, tgt, tt, ttg, ttt

—_
(e

Table 4.10: Results for the mouse and zebrafish case study. We trained one model with
two data sets, GRCm38 and GRCz10.

Vgt At e GROM3S | GRC10
Radial using GRCm38, GRCz10 and First ORF
Sensitivity 98.56% 97.19%
Specificity 96.86% 95.00%
Accuracy 97.711% 96.09%
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Table 4.11: Comparison of all the results for each species, together with their corresponding performances. The best results for each species are in bold. In
the columns are the test data set: human GRCh37 and GRCh38; mouse GRCm38; rat Rnor6.0; pig Sscrofal0.2; zebrafish GRCz10; and fruitfly BDGP6.

Test data set

Model GRCh37 | GRCh38 | GRCm38 | Rnor6.0 | Sscrofal0.2 | GRCz10 | BDGP6
Radial using GRCh37 and First ORF

Sensitivity 98.95% | 99.43% | 98.72% | 94.16% 78.89% 95.19% | 93.17%
Specificity 97.41% | 97.23% 97.04% | 94.90% 89.28% 95.23% | 99.78%
Accuracy 98.18% | 98.33% 97.88% | 94.53% 84.08% 95.21% | 96.47%
Radial using GRCh38 and First ORF

Sensitivity 89.86% | 97.54% 90.07% | 78.13% 55.28% 74.68% | 80.87%
Specificity 98.64% | 99.26% | 98.51% | 97.89% 95.93% 98.45% | 99.91%
Accuracy 94.25% | 98.40% 94.29% | 88.01% 75.60% 86.56% | 88.67%
Radial using GRCm38 and First ORF

Sensitivity 98.50% | 98.90% 98.70% | 93.85% 79.40% 95.14% | 94.31%
Specificity 97.09% | 96.93% 96.96% | 94.91% 89.43% 94.70% | 99.96%
Accuracy 97.79% | 97.91% 97.83% | 94.38% 84.41% 94.92% | 96.97%
Radial using GRCh37, GRCm38 and First ORF

Sensitivity 98.86% | 99.42% 98.51% | 93.11% 76.38% 94.62% | 91.30%
Specificity 97.56% | 97.69% | 97.54% | 95.39% 89.94% 95.63% | 99.76%
Accuracy 98.21% | 98.55% | 98.02% | 94.25% 83.16% 95.12% | 95.53%
Radial using GRCh38, GRCm38 and First ORF

Sensitivity 91.22% | 99.24% 98.66% | 81.00% 55.28% 77 1T% | 74.95%
Specificity 98.65% | 97.46% 97.41% | 97.81% 95.85% 98.74% | 99.92%
Accuracy 94.93% | 98.35% | 98.03% | 89.40% 75.56% 87.95% | 87.43%
Radial using GRCm38, GRCz10 and First ORF

Sensitivity 98.71% | 99.10% 98.56% | 94.64% 75.89% 97.19% | 98.57%
Specificity 96.89% | 96.72% 96.86% | 94.69% 89.87% 95.00% | 99.65%
Accuracy 97.80% | 97.91% 97.711% | 94.67% 82.88% 96.09% | 99.11%




From these results, we can see that none of the models are overfitted, since they were
able to be applied to different species with high accuracy. The models that used GRCh38
data led to worse performance for evolutionarily distant species, especially when compared
to models that used data from GRCh37. The newly 3,808 annotated IncRNAs probably
contribute to a model more fitted to evolutionarily close species.

The pig data set obtained the worst classification. These results could be explained
by the small number of sequences in the data set, and also by the fact that this is not a
model organism, so possibly this data is not curated enough. Nonetheless, our method
can be used to improve the quality of IncRNA annotation in this species.

On the other hand, it is interesting to note that a multi-species model can improve the
accuracy when compared to a single species model, as can be seen in Table 4.11. The ac-
curacy was slightly improved when the GRCh37/GRCm38 model was used to distinguish
IncRNAs from PCTs in the human GRCh37 data set. Interestingly, a model created with
two evolutionary distant species - mouse and zebrafish - was able to distinguish IncRNAs
of the fruit fly, which is an even more distant species.

Finally, we used human and mouse pseudogenes (in GTF files), having predicted 81.2%
(12,033 from a total of 15,494) pseudogenes of the human genome, and 91.7% (6,832
from a total of 7,453) pseudogenes of the mouse genome. It is remarkable that there is
such a large number of predicted pseudogenes as IncRNA | since pseudogenes are derived
from ancient PCTs, and diverge slowly after their generation, losing coding capacity and
potential regulatory signal [140]. Nevertheless, our method distinguishes pseudogenes
from bona fide PCTs.

4.3.6 PCTs re-annotation and RN A-seq annotation

The GRCh38 model was used to search for IncRNAs among putative, hypothetical, un-
known and predicted human PCTs in the Swiss-Prot reviewed database [135]. We found
1,245 sequences longer than 67 animo-acids (201 bases). To find the corresponding nu-
cleotide sequences, we used the EMBL reference of each entry of the Swiss-Prot database.
All these sequences were trimmed, in order to begin with a start codon, because we found
sequences that were 5 UTR long. This avoids introducing bias by the first ORF rela-
tive length in the discrimination between IncRNAs and PCTs. Our method found 231
candidates. From these, we focused in 21 candidates - those that had more than a 90%
probability of being IncRNA, and shorter than 2,000 bases. After analyzing the EMBL
and Swiss-Prot databases and the sequences themselves, we found 2 putative PCTs with
multiple “atg” at the 5" UTR, and also with annotation warnings about dubious prediction.
Thus, both sequences could be re-annotated as IncRNAs with high probability.

In addition, we also used transcripts derived from RNA-seq data to validate our model
against annotated IncRNAs, as reported by Necsulea et al. [134]. They presented 11,890,
912 and 12,056 IncRNAs from human, gorilla (Gorilla gorilla) and rhesus macaque
(Macaca mulatta), respectively. Our GRCh37 model correctly classified 11,726 (98.62%)
, 737 (80.81%) and 11,086 (91.95%) IncRNAs from human, gorilla and rhesus macaque,
respectively.
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4.4 Conclusion

In this article, we presented an SVM based method to distinguish long non-coding RNAs
(IncRNAs) from protein coding transcripts (PCTs), using features from the nucleotide
patterns (frequencies of di-, tri- and tetra-nucleotides) of transcripts, chosen with the
support of Principal Component Analysis (PCA), together with ORF length and ORF
relative length.

We trained and tested our method with data of human, mouse and zebrafish, obtaining
high performance. The best results were an accuracy of 98.18% with human transcripts,
97.83% with mouse transcripts and 96.09% with zebrafish transcripts. We compared
our results with other methods in the literature (CPAT, CPC, iSeeRNA, IncRNApred,
IncRScan-SVM and FEELnc) and found we had obtained better results.

To validate our model, we first classified the mouse data with the human model,
and vice-versa, obtaining accuracy of &~ 97.8% in both cases, showing that our model is
not overfitted, and can be used with evolutionarily close species. We also validated the
multi-species models human/mouse and mouse/zebrafish, which also produced excellent
results. Next, we tested our models with data from rat, pig and fruit fly, having obtained
accuracies from 84% to = 99% in all these organisms. Our method classified 81.2% of
human pseudogenes and 91.7% of mouse pseudogenes as non-coding, and also found 2
uncharacterized sequences, among 1,245, in the Swiss-Prot reviewed database, indicating
a high probability of being IncRNAs. Furthermore, the method successfully annotated the
majority of the assembled transcripts derived from RNA-seq data from human (98, 62%),
gorilla (80,81%) and rhesus macaque (91,95%).

We intend to investigate if a semi-supervised learning method could reduce the size
of the training data sets, while simultaneously maintaining high accuracy in the testing
phase. This could be very useful to train models for organisms with a small amount
of known IncRNA transcripts. Lastly, novel features (see Ventola et al. [128]) could be
used in machine learning methods, also indicating potential biological characteristics of
IncRNAs.

4.5 Availability of data and materials

All data sets analyzed during the current study are available in the Ensembl Database [9]:
http://www.ensembl.org.

The trained models and the program to predict long non-coding RNA are available
at: https://github.com/hugowschneider /longdist.py
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Chapter 5

A semi-supervised learning method
to distinguish long non-coding RNAs

from protein coding transcripts

In this chapter, we present the article submitted to Journal of Bioinformatics and Com-
putational Biology http://www.worldscientific.com/worldscinet/jbcb.

5.1 Introduction

High-throughput sequencing projects[29, 30, 31, 8] have been generating a large amount of
genomic data, including protein coding sequences (PCTs), non-coding RNAs (ncRNAs),
and unannotated or uncharacterized sequences. PCTs are usually identified by methods
based on sequence comparison (or alignment), which methods allow fast annotation that
transfer functions already known of similar sequences[141]. NcRNAs are a high heteroge-
nous group of sequences, ranging in length from 20 bases, e.g., snoRNAs that can be
identified through C/D and H/ACA boxes in their sequences [96, 97], to hundreds of
bases[36, 37], e.g., long non-coding RNAs (IncRNAs), which can be spliced and processed
very similar to a messenger RNA (mRNA).

Identification and classification of IncRNAs, defined as transcripts longer than 200
bases and without apparent coding capabilities[41, 33, 42] is still a challenge, although
there are many methods to predict IncRNAs. Chromatin-associated long intergenic ncR-
NAs (lincRNAs)[43] and subgroups involved in transcriptional and post-transcriptional
regulation[44, 45, 46] have been identified in high throughput analyses and some of them
also in wet labs. Besides, an extensive literature shows that IncRNAs are related to a wide
array of diseases[47, 48, 49, 50]. Although the molecular mechanisms underlying IncRNA
action are still largely unknown.

From a computational point of view, machine learning techniques have been applied
to predict IncRNAs, and some tools became available for this purpose. CPC (Coding Po-
tential Calculator)[108] and CPAT[59] discriminate protein coding genes from ncRNAs.
LncRNApred[60], IncRScan-SVM|[61], DeepLNC[62] and FEELnc[63] predict IncRNAs
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among another sequences. A Support Vector Machine (SVM) based method that uses
Principal Component Analysis (PCA) to find sets of k-mers that can be used to discrimi-
nate IncRNAs from PCTs was presented by Schneider et al.[?] being successful to address
the problem in a variety of species.

In addition, different databases containing IncRNAs are known, and Guo et al.[142]
and Fritah et al.[129] give detailed reviews. Among them, Ensembl[9], NONCODE v.
4.0[130], IncRNAdb|[114], PLncDB[115], NRED[110] have information of general and spe-
cific IncRNAs, while DTANA-LncBase[131] and IncRNADisease[132] provide interactions
among IncRNAs and other ncRNAs or proteins.

In general, these tools and methods use information of annotated transcripts to build
models capable of predicting IncRNAs. Although working well, all of them need a con-
siderable amount of annotated sequences to build these models, with 50% to 75% of data
for training, and none of them use unannotated sequences to enhance the models.

In this context, we present a method to discriminate IncRNAs from PCTs based
on semi-supervised learning techniques, using features extracted from transcripts’ se-
quence, as described by Schneider et al.[?]: frequencies of nucleotide patterns selected
by PCA[117]; and relative length of open reading frames (ORFs). Also, the method pre-
sented in this article uses a small amount of classified data (this occurs in many sequencing
projects), together with a large number of non classified data to enhance the distinction
of IncRNAs and PCTs. Besides, in order to analyze the performance of our method,
we developed case studies with data of three organisms - human, mouse and zebrafish.
After, we compared both the results and the amount of required data of our method to
other tools found in the literature. To validate our model, we applied it to three different
species, as well as to pseudogenes of human and mouse. Finally, we annotated transcripts
derived from RNA-seq data, as reported in Necsulea et al.[134].

5.2 Materials and Methods

Six data sets to build the models were created from data obtained from Ensembl[9],
and from transcripts derived from RNA-seq provided by Necsulea et al.[134]: human
(Homo sapiens) assemblies GRCh37 patch 13 (hgl9, GENCODE 19) and GRCh38 patch
10 (hg38, GENCODE 26), mouse (Mus musculus) assembly GRCm38 patch 5 (mm10,
GENCODE M13), platypus ( Ornithorhynchus anatinus) assembly OANAS5, chicken (Gal-
lus gallus) assembly Gallus_ gallus-5.0, opossum (Monodelphis domestica) assembly mon-
Domb, orangutan (Pongo abelii) assembly PPYG2, and xenopus (Xenopus tropicalis)
assembly JGI 4.2. These transcript FASTA files contain PCT and IncRNA sequences,
while the classification was extracted from the transcript biotype, provided by Ensembl
and from the annotation provided by Necsulea et al.[134].

5.2.1 Semi-supervised learning method

The proposed method is based on the method proposed by Schneider et al. [?] where
the main difference is in the machine learning technique applied in this work. Differ-
ent semi-supervised machine learning methods, Transductive Support Vector Machines
(TSVM)[143], Label Propagation and Label Spreading[58|, were selected to drastically
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Figure 5.1: Semi-supervised method to distinguish IncRNAs from PCTs

reduce the size of the training dataset and still maintain excellent performance measures.
Figure 5.1 presents our method to distinguish IncRNAs from PCTs using PCA[117] to
reduce the amount of features (k-mers) calculated from transcripts’ nucleotides, as de-
scribed by Schneider et al.[?], and a semi-supervised learning technique to classify the
sequences.

Standard data set

Our standard data set contains all the transcripts longer than 200 bases, from those
obtained at the original FASTA files. Each entry of our standard dataset is composed of
the description and nucleotide sequence of the transcript, the relative length of the first
open reading frame (ORF), and the average frequencies of each nucleotide patterns.

As a result, 50 nucleotide pattern frequencies were selected using PCA[?] and the data,
with only these selected frequencies and with the relative ORF length, were separated in
two classes. The positive class is built with the IncRNAs, and the negative with the PCTs.
The unclassified data, randomly selected for each experiment, are those transcripts that
are neither IncRNAs nor PCTs.

Training data sets

Training data sets were created based on the assumption that there are a few classified
examples and lots of unclassified data. The classified and unclassified examples in the
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training data sets were selected as follows: one positive (IncRNA) and one negative (PCT)
example (two classified examples) for 20 unclassified examples. The classified /unclassified
data ratio were selected to fit all datasets. We variated the amount of positive and
negative samples, by selecting 1, 10, 50 and 100 samples of each class. These amounts
were selected from the smallest classified training dataset, one classified sequence from
each class, to small number of classified examples that could represent any improvement
in the classification process. With this, we built four different experiments to compare
the performance of each corresponding semi-supervised learning method.

Selected features

The selected features for this method are based on Schneider et al.[?] method. The first
selected feature is the first ORF’s relative length of each transcript. The first ORF is
defined in this method by the first start codon (ATG) found in the sequence and it does
not require a stop codon.

The method also used nucleotide pattern frequencies selected using PCA. PCA was
applied to the whole dataset and the frequencies of nucleotide patterns that most con-
tributed to the PCA’s orthogonal transformation, after the dimension reduction, were
selected to create the group of 50 features used for classification.

Case studies

We performed two case studies to evaluate the semi-supervised method using human and
mouse data. These case studies used data from Ensembl database to train and test models,
and transcript derived from RNA-Seq data, as reported in Necsulea et al.[134], to validate
the created model. After, we validated our method using Ensembl data and transcripts
derived from RNA-Seq data of less curated species: chicken, opossum, platypus, orangutan
and xenopus.

5.3 Results and Discussion

In this section, we present the results of the semi-supervised method based on two case
studies using the different proposed learning algorithms. The main objective is to evaluate
the performance of each algorithm and compare them to select the one with the best
performance.

5.3.1 Human

In the human case study, data from GRCh37 and GRCh38 were used. The datasets
contain 94,830 PCTs and 24,266 IncRNAs from GRCh37 and 94,044 PCTs and 28, 165
IncRNAs from GRCh38 longer than 200 bases.

We trained 20 models for each human dataset based on the four previously described
experiments (1, 10, 50 and 100 samples of each class) with five semi-supervised methods:
(i) TSVM, (ii) Label Propagation with kNN kernel, (iii) Label Spreading with kNN kernel,
(iv) Label Propagation with RBF kernel, (v) Label Spreading with RBF kernel. The
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results of each model were compared based on accuracy, sensitivity, specificity and training
and testing time.

Time comparison

Time measures were calculated using the GRCh37 models in a machine with an Intel®
i7 processor and 8Gb RAM. This comparisons show that graph based methods are faster
than the TSVM method, specially with the growth of the training data sets (results shown
in Figure 5.2).

Time comparison
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Figure 5.2: Comparison of the training and testing times of the different models
Classification

All models performed similarly with different sized training datasets except for the TSVM
with only two labeled examples, which performed worst than other models. Tables 5.1
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and 5.2 shows the results and Figures 5.3 and 5.4 the best models performance for the
GRCh37 and GRCh38 models, respectively. Also, it is interesting to note that the TSVM
is the only method that shows an improvement in the performance with the growth of
training data.

Table 5.1: Comparison of the GRCh37 models

1 Positive 10 Positives 50 Positives 100 Positives
1 Negative 10 Negatives 50 Negatives 100 Negatives | Average
20 Unlabeled | 200 Unlabeled | 1000 Unlabeled | 2000 Unlabeled

RBF Label Propagation
Sensitivity 97.19% 95.22% 97.32% 97.44% 96.79%
Specificity 92.86% 93.25% 92.86% 92.90% 92.97%
Accuracy 95.03% 94.24% 95.09% 95.17% 94.88%
kNN Label Propagation
Sensitivity 97.02% 98.20% 98.14% 99.23% 98.15%
Specificity 92.92% 92.55% 92.50% 91.82% 92.45%
Accuracy 94.97% 95.38% 95.32% 95.52% 95.30%
RBF Label Spreading
Sensitivity 95.55% 96.65% 97.48% 97.44% 96.78%
Specificity 93.15% 92.94% 92.80% 92.91% 92.95%
Accuracy 94.35% 94.79% 95.14% 95.18% 94.87%
kNN Label Spreading
Sensitivity 96.63% 98.93% 98.70% 99.02% 98.32%
Specificity 92.95% 92.08% 92.36% 92.15% 92.39%
Accuracy 94.79% 95.51% 95.53% 95.58% 95.35%
TSVM
Sensitivity 99.74% 87.90% 90.02% 97.09% 93.69%
Specificity 62.23% 89.52% 94.61% 93.82% 85.05%
Accuracy 80.99% 88.71% 92.31% 95.46% 89.37%

Methods comparison

Comparing the results of the semi-supervised methods to others methods or tools used
to distinguish IncRNAs from PCTs (see Table 5.3), we observe that the semi-supervised
methods achieved excellent sensitivity and accuracy, although it was not the best per-
forming method. But, when analyzing the size of the training data sets, none of the other
methods used so few annotated sequences compared to the semi-supervised method. In
this scenario, we claim that the kNN label spreading method, as the best performing semi-
supervised method, can be used in transcriptome projects with few annotated sequences,
to improve and speed up IncRNA annotation.

RNA-Seq

We used transcripts derived from RNA-seq data to validate our method against annotated
IncRNAs, as reported by Necsulea et al.[134]. The models trained with one positive and 1
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Table 5.2: Comparison of the GRCh38 models

1 Positive 10 Positives 50 Positives 100 Positives
1 Negative 10 Negatives 50 Negatives 100 Negatives | Average
20 Unlabeled | 200 Unlabeled | 1000 Unlabeled | 2000 Unlabeled

RBF Label Propagation
Sensitivity 97.79% 96.13% 97.18% 97.16% 97.07%
Specificity 92.75% 93.07% 92.89% 92.89% 92.90%
Accuracy 95.27% 94.60% 95.03% 95.03% 94.98%
kNN Label Propagation
Sensitivity 96.70% 97.78% 99.03% 99.24% 98.19%
Specificity 92.99% 92.77% 92.27% 92.05% 92.52%
Accuracy 94.85% 95.28% 95.65% 95.64% 95.36%
RBF Label Spreading
Sensitivity 97.51% 97.79% 97.21% 97.20% 97.43%
Specificity 92.80% 92.77% 92.86% 92.83% 92.81%
Accuracy 95.15% 95.28% 95.03% 95.01% 95.12%
kNN Label Spreading
Sensitivity 97.02% 98.97% 98.91% 99.05% 98.49%
Specificity 92.90% 92.32% 92.39% 92.19% 92.45%
Accuracy 94.96% 95.64% 95.65% 95.62% 95.47%
TSVM
Sensitivity 92.46% 94.30% 96.76% 93.76% 94.32%
Specificity 89.55% 90.68% 92.89% 95.64% 92.19%
Accuracy 91.01% 92.49% 94.82% 94.70% 93.26%

Table 5.3: Comparison among methods of IncRNA prediction, with the GRCh37 data
set. The table shows the performances measures and the number of labeled and unlabeled

sequences used for training.

Sensitivity | Specificity | Accuracy | Training Data set Size

: 2 labeled
kNN Label Spreading 96.63% 92.95% 94.79% 20 unlabeled

: 20 labeled
kNN Label Spreading 98.93% 92.08% 95.51% and 200 wunlabeled
SVM-Schneider et al [?] | 98.95% 97.41% 98.18% 36, 400 labeled
CPC 67.23% 97.62% 82.43% 8,280 labeled
CPAT 94.60% 85.28% 89.94% 20,000 labeled
IncRScan-SVM 93.88% 89.20% 91.94% 10,000 labeled
iSeeRNA! 96.10% 94.70% 95.40% 30,039 labeled

negative samples, ten positive and ten negative samples, 50 positive and 50 negative sam-
ples and 100 positive and 100 negative samples classified correctly 95.48% (11352/11889),
97.64% (11609/11889), 98.77% (11743/11889) and 97.78% (11625/11889) of the annotated
IncRNAs, respectively.
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Figure 5.3: kNN label Spreading with GRCh37 data. Best performing algorithm for this

dataset.

5.3.2 Mouse

Mouse dataset contains 57, 723 PCTs and 11, 842 IncRNAs longer than 200 bases, and this
data were used to train 20 models to compare the five semi-supervised techniques (Label
propagation with kNN and RBF kernels, label spreading with kNN and RBF kernels and

TSVM).

Classification

In this case study, similar to the human case study results, all semi-supervised methods
presented similar performance, except for the TSVM with the smallest training dataset.
Also the only method that shows a significant improvement with the growth of the dataset
is the TSVM. These result can be seen in table 5.4 and the best model performance is

showed in Figure 5.5
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dataset.
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Figure 5.5: kNN label Spreading with GRCm38 data. Best performing algorithm for this

dataset.

Methods comparison

Again, we compared the results of the kNN Label Spreading model results to the methods
and tools available in the literature. We note that the performance are impressive when
considering the size of the training dataset. Theses results are shown in table 5.5.
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Table 5.4: Comparison of the GRCm38 models

1 Positive 10 Positives 50 Positives 100 Positives
1 Negative 10 Negatives 50 Negatives 100 Negatives | Average
20 Unlabeled | 200 Unlabeled | 1000 Unlabeled | 2000 Unlabeled

RBF Label Propagation
Sensitivity 97.80% 91.75% 97.13% 98.44% 96.28%
Specificity 93.23% 94.18% 93.39% 92.83% 93.41%
Accuracy 95.52% 92.96% 95.26% 95.64% 94.85%
kNN Label Propagation
Sensitivity 97.36% 93.79% 98.50% 98.63% 97.07%
Specificity 93.33% 93.91% 92.84% 92.80% 93.22%
Accuracy 95.35% 93.85% 95.67% 95.72% 95.15%
RBF Label Spreading
Sensitivity 97.31% 96.27% 97.11% 97.45% 97.04%
Specificity 93.34% 93.52% 93.46% 93.35% 93.42%
Accuracy 95.33% 94.89% 95.29% 95.40% 95.23%
kNN Label Spreading
Sensitivity 97.13% 98.65% 98.81% 98.60% 98.30%
Specificity 93.38% 92.71% 92.69% 92.72% 92.88%
Accuracy 95.26% 95.68% 95.75% 95.66% 95.59%
TSVM
Sensitivity 86.35% 81.59% 94.86% 93.78% 89.15%
Specificity 90.92% 94.36% 90.58% 92.90% 92.19%
Accuracy 88.64% 87.97% 92.72% 93.34% 90.67%

Table 5.5: Comparison among methods of IncRNA prediction using the GRCm38 data
set. The table shows the performances measures and the number of labeled and unlabeled

sequences used for training.

Sensitivity | Specificity | Accuracy | Training Data set Size

: 2 labeled
kNN Label Spreading 97.13% 93.38% 95.26% 20 unlabeled

: 20 labeled
kNN Label Spreading 98.65% 92.71% 95.68% 900 unlabeled
SVM-Schneider et al [?] | 98.70% 96.96% 97.83% 17,020 annotated
CpPC 67.23% 97.62% 82.43% 8,280 labeled
CPAT 94.60% 85.28% 89.94% 20,000 labeled
IncRScan-SVM 93.88% 89.20% 91.94% 5,000 labeled
iSeeRNA? 96.10% 94.70% 95.40% 16,010 labeled

RNA-Seq

Looking into the IncRNAs annotated by Necsulea et al [134], the kNN Label Spreding
models trained with one positive and one negative samples, ten positive and ten negative
samples, 50 positive and 50 negative samples and 100 positive and 100 negative samples
classified correctly 96.46% (600/622), 98.39% (612/622), 98.39% (612/622) and 98.39%
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(612/622) of the RNA-seq transcripts, respectively.

5.3.3 Validation

We investigated the performance of our method in organisms less curated with a few
number of annotated IncRNAs. We built models with chicken, opossum and platypus
datasets, containing 5, 884 IncRNAs and 29, 886 PCTs, 7,476 IncRNAs and 22,052 PCTs,

and 4,007 IncRNAs and 22,973 PCTs, respectively.

We built three models using only two annotated sequences, one positive sample (IncRNA)
and one negative sample (PCT) and 20 unannotated sequences from each organism to in-
vestigate the performance of the method with these organism. The results are shown in

Figure 5.6 and Table 5.6.
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Figure 5.6: ROC curve for chicken, opossum and platypus

Table 5.6: Results for chicken, opossum and platypus

Sensitivity | Specificity | Accuracy
Chicken | 91.38% 93.60% 93.23%
Opossum | 94.03% 88.02% 89.54%
Platypus | 80.18% 71.27% 72.59%
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Annotated IncRNAs derived from RNA-Seq data[l34] were also used to test our
semi-supervised model. For chicken, opossum and platypus, 97.84% (819/837), 98.31%

(873/888) and 95.15% (1236/1299) IncRNAs were correctly annotated.
Besides, we built models using PCTs from the Ensembl database and IncRNAs derived

from RNA-Seq data. We used 9,609 and 3,146 IncRNAs and 20, 749 and 22,665 PCTs

from orangutan and xenupus, respectively.
Both models were trained with two annotated sequences and 20 unannotated se-

quences. Results are shown in Figure 5.7 and Table 5.7.
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Figure 5.7: ROC curve for orangutan and xenopus

Table 5.7: Results for xenopus and orangutan

Sensitivity | Specificity | Accuracy
Orangutan | 98.35% 90.13% 94.24%
Xenopus 82.62% 82.39% 82.50%
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5.4 Conclusion

In this article, we presented a semi-supervised based method to distinguish long non-
coding RNAs (IncRNAs) from protein coding transcripts (PCTs), using features from
transcripts’ nucleotides patterns chosen with the support of Principal Component Analysis
(PCA), together with ORF relative length, as described by Schneider et al [?].

We trained and tested our method with data of human, mouse, chicken, opossum,
platypus, orangutan and xenopus having obtained a high performance with small training
datasets. The models were trained with small datasets, compared to other methods and
tools, obtaining high performance. The accuracy of the models using only two labelled
example ranged from 72.59% with the platypus to 95.26% with the mouse. Also, the
performance have not improved significantly with the growth of the dataset.

The method was validated using annotated IncRNAs transcripts derived from RNA-
seq data and also showed a good performance. More than 95% of the annotated IncRNAs
were correctly annotated.

We intend to investigate the biological characteristics of the selected features and how
each feature contributes to the distinction. This could help reduce the amount of features
and improve the understanding of IncRNAs.
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Chapter 6

Conclusion

In this thesis, we studied the problem of distinguishing IncRNAs from PCTs. We proposed
two computational methods based on machine learning techniques, to distinguish IncRNAs
from PCTs.

The first one is a method based on SVM, using a PCA to find features that can
improve the distinction. This method classified correctly 98.21% and 98.55% of the human
and mouse data, respectively. We also build multi-species models which improved the
classification. Also, to validate this method, we classified data from species that were
not used for the model building, achieving accuracies from &~ 84% to =~ 99%. LncRNAs
derived from human, macaque and gorilla RNA-seq data were also used to validate the
method, classifying correctly the majority of the transcripts.

The second method is based on the semi-supervised technique, and uses the procedure
to find features defined in the SVM method. We trained a model using a small amount of
annotated transcripts (2, 20, 100 and 200) achieving accuracies of 95.65% and 95.75% for
human and mouse data, respectively. We also validated this method by classifying and
training models using IncRNAs derived from RNA-seq. Chicken, opossum and platypus
data were used for training and classifying RNA-seq data, achieving an accuracy of &~ 93%.
Orangutan and xenopus models were trained using this RNA-seq data, and =~ 92% of the
data was correctly classified. This method can be used to organisms presenting an small
amount of annotated IncRNAs.

6.1 Contributions

During the Doctorate, we published an article in the Brazilian Symposium on Bioinfor-
matics (BSB 2014), focusing on a genome wide identification of long non-coding RNA in
Komagatella pastoris [144].

We also created two methods to distinguish IncRNAs from PCTs, with excellent per-
formance, even for organisms with a small amount of annotated IncRNAs. One method
was published in the BMC Genomics, while the second one was submitted to the Journal
of Bioinformatics and Computational Biology.
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With this work, we developed a method using PCA for feature selection with excellent
results, and two methods for IncRNA and PCT distinction. The first one based on SVM
and the second using semi-supervised learning algorithms.

6.2 Future work

Next, we intend to investigate the biological meaning of the features obtained with PCA,
and also the applicability of novel features (see Ventola et al. [128]) in machine learning
methods. Also, an interesting way of research is the characterization of features, and
methods, to discover the six classes of IncRNAs. Finally, the identification of IncRNAs in
genomes is another important problem.
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