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ABSTRACT

Title: Unscented Kalman Filtering on Euclidean and Riemannian Manifolds
Author: Henrique Marra Taira Menegaz

Supervisor: Prof. Jodo Yoshiyuki Ishihara

Program: Graduate Program in Engineering of Electronic and Automation
Systems-PGEA

Keywords: Dual Quaternion, Quaternion, Riemannian Manifold, Riemannian Un-
scented Kalman Filter (RiUKF), Unscented Kalman Filter (UKF), Unscented Trans-
formation (UT).

In this thesis, we take an in-depth study of an increasingly popular estimation
technique known as Unscented Kalman Filter (UKF). We consider theoretical and

practical aspects of the unscented filtering.

In the first part of this work, we propose a systematization of the Unscented
Kalman filtering theory on Euclidean spaces. In this systematization, we i) gather
all available UKF’s in the literature, ii) present corrections to theoretical inconsisten-
cies, and iii) provide a tool for the construction of new UKF’s in a consistent way.
Mainly, this systematization is done by revisiting the concepts of sigma set (SS), Un-
scented Transformation (UT), Scaled Unscented Transformation (SUT), Square-Root
Unscented Transformation (SRUT), UKF, and Square-Root Unscented Kalman Filter
(SRUKF). We introduce continuous-time and continuous-discrete-time UKF’s. We il-
lustrate the results in i) some analytical and numerical examples, and ii) a practical
experiment consisting of estimating the position of an automotive electronic throttle
valve using UKF’s developed in this work; this valve’s position estimation is also, from

a technological perspective, a contribution on its own.

In the second part, first, we i) unfold some consistence issues in the theory behind
the UKF’s and SRUKEF’s for unit quaternion systems of the literature—such as defi-
nitions of random quaternions and additive-noise quaternion systems—, ii) propose an
UKF embodying all these UKF’s, and iii) propose an SRUKF with better computa-
tional properties than all these SRUKF’s. Second, we propose an extension of some
results of the literature concerning statistics on Riemannian manifolds. Third, we use
these statistical results to present an extension to Riemannian systems of the Euclidean
systematization developed in the first part. In this Riemannian systematization, we
propose i) additive-noise Riemannian systems; and ii) Riemannian versions of the con-
cepts of SS, UT, SUT, SRUT, UKF, and SRUKF. Several new consistent UKF’s are
introduced. Afterwards, we present closed forms of almost all the operations contained
in the Unscented-type Riemannian filters for unit quaternion systems. We also intro-
duce consistent i) UKF’s for systems of unit dual quaternions, and ii) continuous-time

and continuous-discrete-time UKF’s for Riemannian manifolds.



RESUMO

Titulo: Filtragem de Kalman Unscented nas Variedades Euclideana e Riemanniana
Autor: Henrique Marra Taira Menegaz

Orientador: Prof. Joao Yoshiyuki Ishihara

Programa: Programa de Pés-graduagdo em Engenharia de Sistemas Eletronicos e de
Automacao - PGEA

Keywords: Quatérnio Dual, Quatérnio, Variedade Riemanniana, Filtro de Kalman

Unscented Riemanniano, Filtro de Kalman Unscented, Transformacao Unscented.

Nesta tese, nés estudamos com profundidade uma técnica cada vez mais popular
conhecida como Filtro de Kalman Unscented (FKU). Consideremos tanto aspectos

teodricos como praticos da filtragem Unscented.

Na primeira parte deste trabalho, propomos uma sistematizacao da teoria de fil-
tragem de Kalman Unscented. Nessa sistematizagao nds i) agrupamos todos os FKUs
da literatura, ii) apresentamos corregdes para inconsisténcias tedricas detectadas, e
iii) propomos uma ferramenta para a construgdo de novos FKU’s de forma consis-
tente. Essencialmente, essa sistematizagao é feita mediante a revisdo dos conceitos de
conjunto sigma (SS), Transformagao Unscented (TU), Transformagao Unscented Es-
calada (TUE), Transformacao Unscented Raiz-Quadrada (TURQ), FKU, e Filtro de
Kalman Unscented Raiz-Quadrada (FKURQ). Introduzimos FKUs tempo-continuo e
tempo-continuo-discreto. Ilustramos os resultados em i) alguns exemplos analiticos e
numéricos, e ii) um experimento pratico que consiste em estimar a posigdo de uma
valvula de aceleragao eletronica utilizando FKUs desenvolvidos neste trabalho; essa
estimacao da posi¢ao de valvula é também uma contribuicao por si s6 desde um ponto

de vista tecnologico.

Na segunda parte, primeiro, nds i) revelamos inconsisténcia na teoria por tras dos
FKUs e FKURQs para sistemas de quatérnios unitarios da literatura — tais como
defini¢des de quatérnios aleatérios e de sistemas quaternionicos com ruidos aditivos —,
ii) propomos um FKU englobando todos esses FKU’s, e iii) propomos um FKURQ com
propriedades numéricas superiores a esses FKURQs. Segundo, propomos uma extensao
de alguns resultados da literatura relativos a estatisticas em variedades Riemannianas.
Terceiro, usamos esses resultados estatisticos para apresentar uma extensao para sis-
temas riemannianos da sistematizacao euclidiana desenvolvida na primeira parte. Nessa
sistematiza¢do riemanniana, introduzimos i) sistemas riemannianos com ruidos adi-
tivos; e versoes riemannianas dos conceitos de SS, TU, TUE, TURQ, FKU, e FKURQ.
Diversos novos FKUs sao introduzidos. Depois, apresentamos formas fechadas para
quase todas as operagoes contidas nos filtros riemannianos para sistemas de quatérnios
unitarios. Também introduzimos consistentes i) FKUs para sistemas de quatérnios

unitarios duais, e ii) FKUs tempo-continuo e tempo-continuo-discreto.
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]_ « INTRODUCTION

Unscented Kalman filtering has become extremely popular in the control community.
According to the IEEE Xplore Digital Library (an website of Institute of Electrical and
Electronics Engineers [IEEE]) !, the work [1] reached the impressive numbers of 8222
reads; and 1279 citations on the IEEE, 2735 on the Scopus (http://www.scopus. com),
and 1564 on the Web of Science (http://apps.webofknowledge.com) catalogs.

Since the seminal work [2], Unscented Kalman Filters (UKFE’s) have been used
in numerous applications. For instance, we can find them being used to estimate
variables related to batteries [3—7], wind generators [8], frequency control of power
systems [9], integrated circuits [10], sigma-delta modulators [11], inertial navigation
systems [12], satellites [13], medical imagings [14], computer-assisted surgeries [15],
plasma insulins [16], endoscopy capsules [17], microphones [18], acoustic tomographies

of the atmosphere [19], mobile robots [20-22], among others.

Some UKF’s properties can be well understood when these filters are put in relation
with the widely known Extended Kalman Filter (EKF). In many applications—e.g.
[7,16,21], and [22], among others—, the UKF’s performed better than the EKF. This

superior performance can be explained, at least, by the following two reasons:

e the computational complexities of the UKF’s and the EKF are of the same order,

but UKF’s tend to attain better estimation performance [23];

e the UKF is derivative-free (no need to compute Jacobian matrices), while the
EKF requires the dynamics to be differentiable. Thus, unlike the EKF, UKF’s
can be used with systems where Jacobian matrices may not exist, such as systems

with discontinuities (cf. [1]).

A great part of the Unscented-theory researchers’ efforts has been devoted to find
extensions of the first UKF. The direction of these extensions are similar to the direc-
tions taken by the already proposed EKF variants in the literature. There are EKF
extensions toward diverse classes of state spaces and dynamic systems (cf. [24-26]),

such as toward the following ones:

1. different classes of states spaces regarding their algebraic structure, such as state

n http:/ /ieeexplore.ieee.org/xpl /abstractMetrics.jsp?arnumber=1271397&action=search&sort Ty
pe=&rowsPerPage=&searchField=Search_All&matchBoolean=true&queryText=(julier%20unscente
d%20kalman%20filtering%20for %20nonlinear%20estimation), accessed at 21:00, on February the
15th, 2016.
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spaces composed of unit quaternions [27], unit dual quaternions [28], Lie Groups
[29], etc;

2. different classes of dynamic systems regarding the forms of their sets-of-time—
the sets composed of the time parameters—, such as discrete-time systems,

continuous-time systems, continuous-discrete-time systems [24].

In this work, we make an extensive study of the Unscented Kalman filtering liter-
ature considering different aspects such as algebraic structures of the state-space and
forms of the sets-of-time. We show strong and weak points, make comparisons, propose

corrections, and present one attempt of a systematic theory.

1.1 UNSCENTED FILTERING PROBLEM

Broadly, filters can be viewed as algorithms that extract information from sets of
acquired data. When we want to know the value of some variables of a given system—
e.g. the position and velocity of a car, the position and attitude of a satellite, the
temperature of a boil, etc—we use instruments to acquire measurements from this
system. However, only with these measurements (the data), we most often can not
determine exactly the value of the desired variables. This can be explained at least by

the following two reasons:

1. Measurements are corrupted by noise. The sources of noise may vary in each case;
beside others, we can point out i) the limited resolution, precision and accuracy
of real instruments, which make the measurements certain only to a limited
precision—e.g. if the minimum divisor of the scale of a given rulers is 1 c¢m, the
measurements of this instrument are certain only to the precision of centimeters,
but not to millimeters—; and ii) the limited knowledge of the real process being
investigated, since there are always events influencing the measurements that are
difficult to account for.

Therefore, given an acquired signal (a data set looked as a sequence ordered
by time), we can develop techniques that are able to, at least up to a certain
precision, “separate” from the noise the information within this data set that is
important to determine the desired variable. We call these techniques estimators,
and the value of the desired variable given by the estimators, estimate.

Estimators for noisy signals can rely, for example, on analyzing i) the frequency
of the acquired signal—usually, at least some part of the noise have particular
frequency components—such as the so called low-pass filters, band-pass filters,

Butterworth filters, among others [30]; ii) the entropy of the acquired signal, such
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as the algorithms based on theory of Chaos [31].

2. We might not be able to measure the desired variables directly, but only other
ones; for instance, we might want the temperature of a given boil, but it may
happen that we can measure only its pressure. In this case, we must developed
mathematical models relating the desired variables with the measured variables.
Let us call a list of the desired variables (internal) state and denoted it by x;
a list of the measured variables simply measurement and denote it by y. Con-
sider also that noises are corrupting the measurement; call a list of these noises
measurement noise and denote it by . Since real problems are dynamic (they
change in time), often it is necessary to consider x,y and ¥ as time varying. In

this case, we can write the following equation relating these lists:

y(t) = ha(z(t), 0(t)), (1.1)

where {x(t)}, {y(t)}, {9(t)}, and {h;}—each h; is an well-defined function called
measurement function—are sequences parameterized by the time {t;t > ty,t €
R}—R"™ stands for the Euclidean space of dimension n, and R := R!. We will

denote by Z(t) an estimate of x(t).

Suppose that an estimate Z(¢*) is provided by an estimator using the history of mea-
surements (a sequence of measurements over time) v+, = {y(t);to < t < t;}. We
can distinguish three classes of estimators depending on t*. If ¢t* < ¢, we call the
estimator a smoother (and the associated problem of finding an estimate of z(¢*) with
Yoty = {y(t);to <t < 11} a smoothing); if t* > t;, we call the estimator a predictor
(and the associated problem a prediction); and if t* = ¢;, we call the estimator a filter

(and the associated problem a filtering). In this work, we consider only filters.

For models like (1.1), it is desirable to develop recursive filters. Suppose that i)
we have an estimate Z(t;) that was generated by a given filter ¢ using the sequence
of measurements y;,.4, ‘= {y(t);to <t < t1}; ii) we have a sequence of measurements
Yito = {y(t);t1 < t < to}; and iii) we want to estimate z(tz). We can apply the
same filter ¢ to estimate x(¢2) based on the history .., but we would not use the
information of y;+,. On the other hand, we could use the filter ¢ to estimate z(ts)
based on all the history yi.., = {y(t);to < t < t5}, but the computational cost
would be higher than the previous option. Another solution would be to estimate
x(ty) by “updating” #(t;) with the information of y;,.,,. This last filter is recursive;
recursive filters provide online estimates as functions of previous estimates. They are

computationally more efficient.

Equation (1.1) describes how the state relates with the measurement, but does not

model how the state evolves in time. We can, for some problems, develop equations
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describing this evolution over time. Since mathematical models describe real processes
imperfectly, we should also include a variable accounting for the errors in this model; we
will call this error variable the process noise, and denote it by w(t)—and its sequence
over time by {w(t);t > tp}. One form of modeling the evolution of x(t) overtime

including the noise w(t), is by the following differential equation:

d
S0 (0) = fula(t), @ (?)), (1.2)

where f; is called the process function, and {f;;t > to} its sequence over time. The
pair of equations (1.1)-(1.2) is called a dynamic system. Equation (1.2) models how
the internal state evolves over time, and (1.1) how the internal state relates with the

acquired measurements at a time instant.

Since the system (1.1)-(1.2) is corrupted by noises, we have to choose a way of
dealing with non-deterministic variables. The theories of probability and statistics are
often used for this purpose. In this approach, we consider x(t), y(t), w(t), and J(t) to
be random vectors, and their sequences over time ({z(¢)}, {y(t)}, {w(t)}, and {9(t)}),
stochastic processes. In this case, the system (1.1)-(1.2) is called a stochastic dynamic

system.

The classical Kalman-Bucy Filter (KF) provides the optimal solution with respect
to diverse criteria to the problem of filtering system (1.1)-(1.2) when the following
two conditions are satisfied: i) each f; and h, is linear; and ii) the initial state z(ty),
and each noise w; and ¥; are Gaussian distributed and mutually independent [24,32].
However, when these conditions are not satisfied, optimal solutions for the filtering
problem tend to be computationally intractable. Therefore, sub-optimal approaches

must be sought, and the UKF is one of these sub-optimal filtering solutions.

There are variants of the UKF, and usually they are associated with variants of the
considered stochastic dynamic system. Different forms of (1.1)-(1.2) can be considered
by varying 1) the form of the set-of-time T := {t;t > ty,t € R}, and/or 2) the
topological space in which x(t), y(t), w(t), and J(t) take values.

1. Variants of (1.1)-(1.2) respective to T are the discrete-time and continuous-
discrete-time stochastic dynamic systems.
In (1.1)-(1.2), the time parameter belongs to a continuous set {t;t > to,t € R};
for this reason, we say that (1.1)-(1.2) is time continuous (thus the system can be
named continuous-time stochastic dynamic system). Nonetheless, measurements
are usually not acquired continuously, but in instants of time shifted by a fixed
interval; this interval is called the sampling time, and we say that the signal is
sampled. Thus, it might be advantageous to write (1.1) parameterized by a dis-

crete set-of-time {tx;k € N}—N stands for the set of natural numbers—where
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each 5 is an instant in which the signal is sampled. In this case, we can write

the (discrete-time) measurement equation as follows:

Y = hg(xk, Uk), (1.3)

where zy == z(tx), yp = y(tx), Vx = Itg), hy == Iy

(1.1)-(1.3) is called a continuous-discrete-time stochastic dynamic system.

.- The pair of equations
Because filters are usually implemented in computers, and computers can not
perform calculations of continuous variables, we can also consider discrete-time
variants of the process equation (1.2). A discrete-time variant of (1.2) is the

following difference equation:

T = fr(Tr—1, @), (1.4)

where wy, = w(ty), fr := fi,. In this case, the pair of equations (1.3)-(1.4) is

called a discrete-time stochastic dynamic system.

. We can distinguish variants of all these three systems by considering different
topological spaces in which z(t), y(t), w(t), and J(t) take values. In the three
stochastic dynamic systems above, x(t), y(t), w(t), and 9(t) are considered to
be random wvectors; this means that they take values in Euclidean spaces, but we
can also consider these random elements taking values in other spaces. In this

thesis, we work with the following three topological spaces:

(a) the set wunit quaternions. Unit quaternions are quaternions whose norms
are equal to 1; quaternions are a 4-dimensional extension of complex num-
bers [33]—we present the unit quaternions with more details in Section 7.1.
Unit quaternions can represent rotations of 3-dimensional rigid bodies, and

present advantages comparative with other representations of rotations [34].

(b) the set of unit dual quaternions. Unit dual quaternions are dual quaternions
whose pseudo-norms are equal to 1; dual quaternions are dual numbers
whose primary and secondary parts are quaternions [35] (unit dual quater-
nions are explained in Section 9.6 ). Inasmuch as unit quaternions are a
good choice to represent rotations of 3-dimensional rigid bodies, unit dual
quaternions are a good choice to represent (full) displacements (rotations

and translations, simultaneously) of such bodies.

(¢) Riemannian manifolds. In a wide sense, Riemannian manifolds are spaces lo-
cally resembling Euclidean spaces—we review Riemannian manifolds briefly
in Chapter 8. Examples of Riemannian manifolds include i) Euclidean

spaces, ii) n-dimensional spheres—S"; it is the set of all points distanced



(in the usual sense of distances in Euclidean spaces) by 1 from the origin of
the R™™!; the set of unit quaternions is the S®—, iii) the set of orthogonal
matrices, among others. Among other applications, the theory of Rieman-
nian manifolds was used by Albert Einstein to develop the general theory
of relativity [36].

In this work, we study Unscented Kalman filtering theory for each of the aforementioned
systems: systems composed of i) different sets-of-time (continuous-time, continuous-
discrete-time, discrete-time systems), and ii) different spaces for the variables (Eu-
clidean, unit quaternions, unit dual quaternions, and Riemannian manifolds). UKF’s
on Euclidean spaces are considered in Part I, and UKF’s on Riemannian manifolds,
the set of unit quaternions, and the set of unit dual quaternions are considered in Part
I1.

1.2 HISTORICAL NOTES

In 1995, in the American Control Conference work [2], Simon J. Julier, Jeffrey
K. Uhlmann, and Hugh F. Durrant-Whyte proposed the first variant of a stochastic
filter that later would be called the Unscented Kalman Filter 2. To the best of our
knowledge, the first use of the word "Unscented" was in the 1997 papers [37,39] by
Julier and Uhlmann. This word choice is attributed to Uhlmann; he himself narrates
the story of this choice in an interview given to the Engineering and Technology History
Wiki3. In the following years, the UKF theory would grow up rapidly with numerous

scientific contributions.

In 1997, a key concept of the UKF theory was introduced by [37]: the Unscented
Transformation (UT). In that work, the UT is presented as an efficient mechanism
for computing means and covariances of transformed random vectors. It is also in [37]
that an augmented variant of the UKF—the state vector is augmented with the process
noise vector; the most important concepts to the UKF theory enunciated in this chapter
will be explained in the next one (e.g. augmented UKF, Scaled UT, etc)—is proposed
for the first time.

The first journal paper on UKF was [40] in 2000. In that work, the UKF theory
takes the first steps toward a formal systematized theory. To the best of our knowledge,

so far the research on this topic was carried out mainly by the authors of [2], but from

2 Apparently, from [2] and [37], some UKF’s key ideas are already from [38], but we could not get
access to this work.

3 Available in http://www.ieeeghn.org/wiki/index.php/First-Hand:The_Unscented_
Transform.
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2000 onwards, other authors would contribute to the topic of Unscented filtering.

In the following years, Rudolph van der Merwe and Eric A. Wan presented three

conference works regarding the theory of UK filtering:

1. in [41], in 2000, they proposed a variant of the UKF which would become as
popular as the original UKF of [2];

2. in [42], in 2001, they proposed the first square-root variant of the UKF; and

3. in [43], also in 2001, along with Arnaud Doucet and Nando de Freitas, they
proposed the first use of the UT in more general filtering settings, namely the
Unscented Particle Filter.

The scaled variant of the UKF was proposed in [44], in 2002; arguably, this variant
would increase the estimation quality of an Unscented filter without increasing its

computational cost.

The UKF is composed of a set of weighted points; this set became known as sigma
set, and its weighted points, sigma points. Until 2002, all UKF’s were composed of—for
n being the length of the state vector—,at least, 2n sigma points, but in that year, [45]
proposed a set composed of n+2 sigma points, and in the following year, [46] introduced
a set composed of n + 1 sigma points. On the other hand, [47] introduced an 2n? + 1

UKF with increased estimation properties.

In 2003, [48] proposed an UKF designed for attitude estimation of systems being
modeled with unit quaternions—unit quaternions are efficient to represent rotations,
but present some challenges to work with UKF’s (see Chapter 7). This UKF, named
Unscented Quaternion Estimator (USQUE), became very popular, specially in the

aerospace community.

A milestone of this theory has been reached in 2004 with [1], a work by Julier and
Uhlmann in the Proceedings of the IEEE that became very popular. Essentially, that
work gathered and presented many the results on the UKF theory developed to that

date in an didactic fashion.

In the following years, other important results were introduced, such as

1. a comparison between the augmented and the additive UKF variants in 2005
by [49];

2. stability and error analyses for linear measurements in 2006 by [50], and for

nonlinear measurements in 2007 by [51];

3. UKF variants for continuous-time and for continuous-discrete-time systems in

2007 by [52];



4. Unscented Rauch-Tung-Striebel Smoother in 2008 by [53];

5. UKF variants for gain-constrained systems in 2008 by [54], for equality-constrained

systems in 2009 by [55], and interval-constrained systems in 2010 by [56];
6. a minimum UKF variant in 2011 by our work [57];

7. the Truncated UKF in 2012 by [58]; vii) a study of the scaling parameter of an
UKF in 2012 by [59]; and

8. revelation of an important inconsistency in the UKF theory developed so far in
2012 by [60] (see Section 2.4.1).

1.3 OUTLINE OF THIS WORK

This thesis is, in part, a systematization and, as a result, we could not write our
own contributions in chapters different from those containing analyses of the litera-
ture. Usually, separating these contributions in a chapter level facilitates assessment of
a thesis. However, this work provides a large number new results; additionally, many
of these results are related to different topics of the theory considered here (e.g. results
relative to sigma sets, to UT’s, to UKF’s, to SRUKF’s, to statistics on Riemannian
manifolds, and so on). In consequence, if we have chosen to separate our contributions
from the literature ones in different chapters, the text would lack in cohesion. Never-
theless, we separate these contributions in sections; generally, each section is composed
either uniquely of novelties or literature’s results; there are a few exceptions to this

rule, but their are stated expressly.

In Chapter 2, through a detailed analysis of the present Unscented’s theory state-
of-the-art, we unfold some inconsistencies within the Unscented theory. The results
in Sections 2.1 and 2.2 are not novelties of this work. In these sections, we present
the literature’s theory regarding UF’s for Euclidean manifolds; therefore, regarding the
content of these sections, we can only claim contributions in the sense of gathering these
results. On the contrary, the results in Sections 2.3 to 2.8 are all novelties. In these
sections, we analyze the literature’s theory regarding UF’s for Euclidean manifolds,

and show gaps and inconsistencies within this theory.

Willing to rectify these inconsistencies, we propose a systematization of the Un-
scented Kalman Filtering theory; this is done constructively in the three subsequent
chapters: i) in Chapter 3, we introduce the concept of a o-representation of a random
vector, and establish some results related to this new concept; in Chapter 4, using the

new results of Chapter 3, we propose results concerning the Unscented Transformation,



the Scaled Unscented Transformation, and the Square-Root Unscented Transforma-
tion; and iii) in Chapter 5, using results of the two preceding chapters, we propose new
definitions for the Unscented Kalman Filter and the Square-Root Unscented Kalman
Filter. All the results of Chapter 3, 4, and 5 are novelties of this work.

The results of all these three chapters are illustrated in numerical simulations,
and afterwards, in Chapter 6, we introduce an experimental/technological innovation
using some of the new UKF’s: these filters are used to estimate the position of an
automotive electronic throttle valve. Part I ends with this application. Also, all the

results in Chapter 6 are novelties.

In Part II, we are interested in extending the systematization of Part I to different
kind of dynamic systems. In fact, the UKF was firstly defined for systems whose vari-
ables belong to Euclidean spaces, and developing similar filters for systems composed

of other elements, such as unit quaternions, might be challenging.

Systems composed of unit quaternions are important when considering applications
in which rotations are considered. Indeed, every element of S3—the sphere of radius
1 centered at the origin of the Euclidean space R?; it is isomorphic to the set of all
unit quaternions—can be associated with an element of SO (3)—the special group of
orthogonal matrices; actions (with the usual matrix product) of these matrices on
three-dimensional vectors are rotations) [33]. Unit quaternions can be found modeling
rotations and attitudes of elements in aerospace applications involving satellites [61],
inertial navigation systems [62], unmanned aircraft vehicles [63]; and also in other

areas, such as vision [64], robotics [65], and others.

In Chapter 7, in Sections 7.1 and 7.2, we provide an extensive review of the Un-
scented Kalman filtering theory for systems composed of unit quaternions—the results
in these sections are not novelties of this work—. With this review, we get to two main
conclusions related to the UKF’s for quaternion systems: i) in a considerable amount
of UKF’s, the norm constraint of the unit quaternions is not respected; and ii) some
fundamental concepts and results necessary for developing a consistent Unscented the-
ory for these systems—mainly concepts from probability and statistic theories, such as
quaternion random variable, quaternion mean, etc—has not been established yet for
these UKF’s.

Also in Chapter 7, in Section 7.3, we present i) a single filter gathering all the UKF’s
for quaternion systems of the literature completely preserving the norm constraint, and
ii) a square-root variant of this filter that outperforms all the square-root UKF’s of the
literature. Numerical examples of these filters are presented in Section 7.4. All the

results in Sections 7.3 and 7.4 are novelties of this work.

The set of the unit quaternions is a Riemannian manifold—essentially, a Rieman-



nian manifold is a differentiable manifold with a metric induced by its tangent space;
we provide a brief review of Riemannian manifolds in Appendix A—. By using and
extending these results of [66], we move toward extending the systematization of Part
I to Riemannian manifolds. The results of i) Sections 8.1 and 8.2 are not novelties, ii)
Sections 8.3, 8.4, 8.5, 8.6 are novelties; nevertheless, the results of Sections 8.3 and 8.6

are novelties only in the sense of being extensions of some literature’s results.

In Chapter 9, we provide the whole systematization of UKF for Riemannian man-
ifolds. We are able to provide analogous of the o-representation, UT, and UKF’s and
SRUKF’s of Part I to the Riemannian case. These Unscented Filters are either the
first in the literature, or, when a similar UKF already exists (which happens only
in one case), our UKF is endowed with better properties than the literature’s one.
Continuous-time and Continuous-discrete-time variants are also introduced. Almost
closed forms of these filters for unit quaternions are obtained. Except for Section 9.4,

all the sections of Chapter 9 are composed uniquely of new results.

As already mentioned, unit quaternions plays an important role in diverse areas
for modeling rotations; an extension of these numbers, the unit dual quaternions,
plays an analog role for modeling full rigid body motions (rotations and translations,
simultaneously). In Chapter 9, we propose Unscented filters for this set extending the
Riemannian Unscented filters for the set of unit spheres developed in this work. These

Unscented filters for unit dual quaternions are the first consistent ones in the literature.
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Part 1

Unscented Kalman Filtering on

Euclidean manifolds
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2. ANALYSIS OF THE LITERATURE
OF UNSCENTED FILTERING ON
EUCLIDEAN MANIFOLDS

In this part (Part I), we present a systematization of the theory of Unscented Kalman
filtering on Euclidean spaces. Even though some works in the literature, such as [38]
and [67], already provided, in some degree, systematic views of this theory, these views
differ from our systematization. Comparative with these literature’s views, we can say

that the following contributions are part only of our systematization:

e New inconsistencies and gaps in the theory are identified (Chapter 2) and cor-
rected (Chapters 3, 4, and 5);

e All the variants of Unscented Kalman filters are treated, including variants re-
garding i) the composition of the state variables (discrete-time, continuous-time,
continuous-discrete-time forms); ii) the used UT (scaled and non-scaled forms);
iii) the structure of the filter (square-root and covariance forms, augmented and
additive forms); iv) the composition of the sigma sets (all the sigma sets of the

literature are considered).

e New concepts and results are introduced such as the concept of o-representation
(Chapter 3), a new definition for the UT generalizing all the other variants of
UT’s (Chapter 4), new UKF’s (Chapter 5), among others.

Kok kokoskokokok sk

UKF’s have become extremely popular in the past few years. However, all known
UKF formulations have had their algorithms originated by ad hoc reasoning, and this

lack of rigor might have lead to misleading interpretations and inconsistencies.

These inconsistencies are related to multiple UKF definitions (Section 2.3); the
matching order of the transformed covariance and cross-covariances of both the Un-
scented Transformation and the Scaled Unscented Transformation (Section 2.4); issues
with some reduced sets of sigma points described in the literature (Section 2.5); the
conservativeness of the Scaled Unscented Transformation, and the scaling effect of
the Scaled Unscented Transformation on both its transformed covariance and cross-
covariances (Section 2.6); possibly ill-conditioned results in Square-Root Unscented
Kalman Filters (Section 2.7); and definitions of some Additive UKF’s (Section 2.8).

12



In the following section, we review the basics of the theory of nonlinear Kalman
filtering. Then, in Section 2.2, we review the main concepts of the theory of Un-
scented Kalman filtering theory in the literature. Afterwards, from Section 2.3 to 2.8,
we describe the inconsistencies in the literature’s theory Unscented Kalman filtering

mentioned above.

Remark 2.1. For now on, we will use the term Unscented filter (UF) referring to a
general Unscented-based filter with a KF' structure. There are numerous Unscented-
based filters with KF structures such as Unscented Kalman Filter (UKF’s), Square-Root
Unscented Kalman Filters (SRUKF’s), continuous-time UKF’s, among others; and UF
will stand for a general filter of the class composed of all these filters. Unscented-based
smoothers and predictors are not UF’s; neither non-KF-structured Unscented-based
filters, such as Unscented Particle Filters. Note that if we use, for example, UKF’s in
the place of UF’s; we would not be able to make the distinction of i) UKF’s in the
strict sense of non SRUKF’s from ii) UKF’s in the broader sense of all Unscented-based
filters with a KF structure.

Notation 1. The set of all random vectors taking values in R" is denoted by ®". For a

random vector X € ®" pdf,(z) stands for its probability density function (pdf), and
Ex{x} = / rpdfy (z) dx

or X := Ex{x}, for its expected value. For the random vectors X and Y, X|Y stands

for the random variable X conditioned to Y.

2.1 NONLINEAR KALMAN FILTERING

Discrete-time Unscented Filters are suboptimal solutions for the stochastic filtering

problem of a discrete-time, dynamical system described either in the additive form

k= fr (Tp—1) + @i, (2.1)
Y = hg (x) + Oy

or, more generally, in the form

k= fr (Tp—1, k) , (2.2)
Yk = I (Ik, 79k) )

where k is the time step; x, € ®"= is the internal state; y, € ™ is the measured output;

and wy, € "= and ¥, € P™ are the process and measurement noises, respectively.
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The noise terms wy and ¥y are assumed to be uncorrelated with, respectively, means

@ = [0]p <1 and 9, = [0],x1, and covariances @y and Rj.

The stochastic filtering problem consists of finding estimates of the state x as
new measurements y; are acquired (see Section 1.1). Based on the output history

y1 = {yi|l <i <k}, the conditional mean

E{zrlyrn} = . 2 pdf (zr]y1) day,
is, in general, chosen to be the estimate of x), because E{xy |y }is 1) unbiased—meaning
that E{zx — E{zx|y1.xHy1.x} = 0—, and ii) an optimal solution with respect to diverse
criteria such as the Minimum Variance criterion [24,68]. For linear dynamical systems,
the Kalman Filter (KF') provides an optimal value for E{xy|y1.,} with respect to the
Minimum Variance criterion, as well as other criteria, when independent Gaussian noise
and initial state are considered [24,32]. However, in the case of non-linear systems,
computing optimal values for E{zx|y1.x} tends to be computationally intractable [24,

26,69]. Therefore, suboptimal approaches must be sought.
Suboptimal, non-linear filters can be classified under four different criteria, at least.

A first classification distinguishes the filters approzimating the system’s functions
fr and hy, (called local filters, cf. [59]) from those not approximating these functions
(called global filters, idem). Examples of i) local filters are the EKF, and Second
Order extended Kalman Filter (SOEKF) [26, 70]; and of ii) global filters are the
Gaussian Mixture filters [71], point-mass filters [72], Sequential Monte Carlo Filters
(SMCEFE’s) [73-76]—e.g. Particle Filters, Bootstrap Filters—, and Markov Chain Monte
Carlo based filters (MCMCEF’s) [77]—e.g. filters using Metropolis-Hastings or Gibbs

sampling.

A second classification is based on whether there is the necessity of calculating
derivatives of the system functions fi and hg, or not (cf. [59,60]); i.e., whether the
filter is derivative-free or not. Examples of i) derivative-free filters are the UF’s [1,2],
GHF [78], Central Difference Filter (CDF) [78], Divided Difference filter (DDF) [79],
and CKF [80,81]; and of ii) non derivative-free filters are the EKF and SOEKF.

A third classification considers filters for which statistics of the posterior random
vectors of fi and hy are obtained by sampling the pdf’s of the previous random vec-
tors of fi and hg. The samplings can be random or deterministic. Examples of i)
random-sampling filters are the so called Monte Carlo (MC) filters such as SMCF’s
and MCMCEF’s; and of ii) deterministic-sampling filters are the sigma point filters such
as the UKF’s and the DDF. Essentially, MC filters consist of taking a very large quan-

tity of samples randomly [73-77], while sigma point filters consist of choosing some

14



weighted samples analytically [67].

A fourth classification takes into account whether the state’s estimates of a filter are
based on Gaussian assumptions or not. Examples of i) Gaussian filters are the UF’s,
EKF, SOEKF, GHF, CDF, DDF, CKF; and of ii) non-Gaussian filters are SMCF’s,
MCMCF’s, and the point-mass filter.

Among all non-linear filters, the EKF is the most widely-known and implemented
in practical applications [1,24,26]. It is obtained as the first order truncation of
the Taylor series of the system’s non-linear functions f, and h; while retaining the
same prediction-correction structure as the (linear) KF. Although several filters in the
literature have been proposed in order to improve upon computational aspects related
to the EKF, it was just recently that UF’s have become noticeable as a competitive

and preferable alternative [1,67].

The good properties related to the first UF’s have become well-known since its
introduction (see more details in Section 2.3). However, later, some UF’s have been
reported to be inconsistent (see Sections 2.4 to 2.7) and, until our work [23], it was
difficult to assess whether these inconsistencies are present in all UF’s. Seeking to

provide clarifications, we first review all main UF’s in the next section.

2.2 UNSCENTED FILTERING

In this section, we provide a broad view over the main concepts of the Unscented
Kalman Filtering theory as it is in the literature. Later, as we develop our theory, we

provide more details of these concepts.

All UF’s, as in the EKF, keep the (linear) KF’s structure composed of one prediction
step (or a priori estimation) and one correction step (or a posteriori estimation, or
update step). This can be seen, for instance, in the Unscented Kalman Filter (UKF)
of [82]: comsider (2.1) and suppose that, at time step k, #j_y5_1 and PE-UF=1 are
given; then this UKF is given by the following algorithm. For a matrix A, (A)(¢)” and
[A][¢]" stand for [A][A]"; and (A).; and (A);. stand, respectively, for the jth column
and ith row of A.

Algorithm 1 (UKF of [82]). Perform the following steps:

1. Prediction.

(a) Choose a real k > —n, and define, for 1 <1i < n,, the weights and points

K

Wy =
Ny + K’
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1

W; = Witn, ‘= =~
2(ng + K)
k—1lk—1 A
0 = T—1|k—1;
k—1k—1 Ak—1k—1
Xi = Te-1]k-1 + <\/(nx + /’i) [ ) E
x4
k=1lk=1  _ Ak—1lk—1
Xitng = Tp—1|k-1 — <\/<nx + ff) T > E (23)
*q

(b) For 0 < i < 2n,, define the transformed sigma points

=l ),

P = () (2.4)

and their associated statistics

2ny

A o klk—1
Tklk—1 = sz%; )
i=0

2N

N ) k|k—1
Yklk—1 ‘= sz‘% )
i=0

2Ny
Pfg‘ck_l = Zwi (Xf'kil - i’k|k71) (O)T + Qk,
i=0

Pfg‘,k_l = %wi (Xf'k_l — fk|k—1) (Vf“g_l — @k\k_1)T; (2.5)
i=0

along with the innovation’s covariance
3 o klk—1 T
P@Z‘/kil = Z w; (%’ - @k|k—1) (©)" + Ry. (2.6)
i=0

2. Correction.

(a) Instantiate the KF’s correction equations

S |
Gy :=Ppt (PEFY) (2.7)
Tk =Tppp—1 + Gr (yk — @kkz—1) : (2.8)

Pk . prlk-1 _ Gkﬁgk_lGﬂ (2.9)

All UF’s are based on prediction-correction structures like the one in Algorithm 1,

but they can vary in their form.

Other two important concepts upon which UF’s are built upon are the ones of sigma

sets and Unscented Transformations (UT’s).
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Roughly, an UT approximates the joint pdf of 2 random vectors by 2 sets of weighted
points; these points are called sigma points; and these sets, sigma sets. For two random
vectors X ~ (X, Pxx)" and Y ~ (Y, Pyy)™ with cross-covariance given by—X ~
(m, My, ..., M})"™ stands for a random variable X € ®" with mean m and ith central

moment MY = M;,i = 2,.... k; Pxx := M, is the covariance of X—
Pry =& { (X = X) (v =)'
suppose that X and Y are related by a given function F' by
Y = F(X); (2.10)

and consider i) the previous sigma set [the notation {¢;}¢_, stands for the set {&, {11,

A
X = {xwl wf s x; € R w wf € RYY (2.11)

where x;’s are sigma points, and w!"’s as well as w{’s are weights; and ii) the posterior

(or transformed) sigma set

Define the sample means of these sets by

N
fo = Y WX, (2.13)
i=1
N
py =)Wt (2.14)
i=1
their sample covariances by
al T
Sy 1= 2wl (i — ) (0)7 (2.15)
i=1
al T
Yoy 1= wa (%’ - /’L'y) ()" (2.16)

and their sample cross-covariance by

Yy 1= szc (Xi - NX) (%’ - My)T- (2.17)

i=1

Then, an UT approximates the joint pdf of (X,Y’) in the following way:

1. the sample mean ., is an approximation of the mean Y,
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2. the sample covariance ¥, is an approximation of the covariance Pyy, and

3. the sample cross-covariance X, is an approximation of the cross-covariance Pxy-.

If the points and weights in the sigma set x are such that pu, = X and Y = Pxx,
then p, and X, are expected to be, respectively, equal to Y and Pyy up to their
second order Taylor approximations [40]—in the literature, these requirements are
said to be properties of UT’s, but, in Section 2.4, we present some counter-examples to
these claims; the approximation’s quality of Pxy by X, is discussed in Section 2.4.2;
further, in the development of our theory of Unscented Filtering, we provide precise
results regarding these approximations (see Section 4, for example)—. In consequence,

these approximations should be better than the one provide by a linearization [40].

In Algorithm 1, for instance, two UT’s are performed, namely: one UT for
F(X) = fo(X) + @
with 1) X being the previous state

N Pk—1|k—1
Jikq!ynkq ~ (SCk—uk—hpm | ) )

ii) x being the set

k—1|k—1
Xi y Wiy Wi

and iii) 7 being the set
klk—1
{Xi ; Wi, wi} ;

and another UT for
with i) X being the predicted state

Th|Y1h—1 ~ (i‘k|k71; pfx‘k_l) ;
ii) x being the set
klk—1
{Xz , Wi, wl} )

and iii) 7 being the set
klk—1
{/77, , Wiy wl} .

Summing up, we have 3 fundamental concepts in an UF, namely: the prediction-
correction structure, UT, and sigma set. By varying the forms of each of these elements,

we have different UF’s. Let us first consider different sigma sets.
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2.2.1 Unscented Filter variants considering different sigma sets

All sigma sets in the literature are presented in Table 2.1, and examples are given
afterwards; these sigma sets are considered associated with a random vector X ~
(X, Pxx)™ .

Note that the sigma sets of [2] (Tab 2.1 [1,1]) and [1] (Tab 2.1 [1,2]) are equivalent—
Tab X [p:q,n:m] refers to the rows p to q and the columns n to m of Table X; Tab X
[*,n:m]| refers to the columns n:m of Table X, and Tab X [n:m,*| to the rows n:m—.
Indeed by choosing k = won/(1 — wp) in the sigma set of [2], we have the sigma set
of [1]; conversely, by choosing wy = k/(k +n) in the sigma set of [1] (cf. Tab 2.1 [1,2]),
we have the the sigma set of [2] (cf. Tab 2.1 [1,1]). Hence, we can say that UKF’s of [2]
and [1] are equivalent; the difference is only in their choice of the tuning parameter wy

or K.

In the Fifth order set of [47] (Tab 2.1 [4,2]) we use the function gen defined as

follows: for a vector [ug, ..., u,] with uy,...,u, € R, we define the function

gen([ur, .., u, [01x(non)]) = {x:}

where {x;;x; € R",n > r} is the set composed of all permutations of the scalar

elements

[ul, ey Uy, [Ohx(n,,\)]T.

Example 2.1 (Sigma Sets). Consider a random vector X ~ ([0]ox1, [5)?. We have
that, from Tab 2.1 [1,1], for the Symmetric set of [2] with k = 1, the weights are given
by

K 1 1
wO:: = = -,
n-+ kK 241 3

1 1 1

PR T T o+ k) 2241 6

and the sigma points by
Xo = [O]Qxla

X2:X+( (n—I—I{))PX)(> =
*2




Table 2.1: Literature’s sigma sets.

Symmetric set of [2] (N =2n+1)
Choose k > —n.

Symmetric set of [1] (N =2n+1)
Choose wgy < 1.

Set wo = - and, fori =1,...,n Set, fori =1,...,n
W; = Wi4n = m7 X0 = X7 W; = Wi4n = 1_,:;” ;» X0 = X
XZ:X—l_-( (n+/‘5)PXX)*i7 X—F(,/ PXX B
Xitn = X — ( (n+ K)PXX> - Xitn = X — s PXXZ>

* ¥,

Reduced set of [45] (N =n+1)
Choose 0 < wg < 1.

Set wg = wy = 12n°, and:

w; = 27wy, for i =3,...,n+ 1;
x5 =0, = —1/y2uw1,
xXa = —x}; for j =1, aon =1
and ¢ = 1 ’] X(])Jrl [X{) 3 O}Tv
J+1 _ ] 1
XZ |:X17 \/QTJ:| 9
J+1 _ 1 17
Xj+1 = [[O]MJ’\/TTJ )

Xi = vVPxxx? + X.

Spherical 51mplex set of [46] (N =n + 2)
Choose 0 < wg < 1.

Set:
w; = —1_72”0, Vi=1,...,n+1;
Xo=0, xi=-1/v2uwy,

X% = _X%v for .] = 27 N

and i =1,...,7: x) = [Xffl , 07,
R —1

= [Xi’ j(j+1)wj

X;‘+1 = [[O]IX(j—l)a

T _
»m] s Xi = VPxxxi +X.

Simplex set of [83] (N =n+1)
wi=1/(n+1),i=1,..,n+1,

€= [61er o Gns]”

&e = V1 x|[ViG D],
G+ 075 07

VPxxy

where

[X15 - Xnp] o=

* [X} 1x(nt1)

Minimum set of [57] (N =n+1)
Choose 0 < wp < 1. Set w(,41) = wp and

pi= /= =2 C = /In — p? (1], ms
T\ —1
w; = (C wpp [ann(c ) >iz"
W = diag (w1, ..., wy)
-1
(VPexC (VW)
+X,i=1,..,n

Symmetric set of [41] (N =2n+1)
Choose « € (0,1] and x € R, such that
A=a?(n+kK)—n>-n.

Set xo = X, wi* = ﬁ,

wi =35+ (1 —a?+8);
for1<i<n:

Fifth order set of [47] (N = 2n? +1)

Setwl—36,f0r2n+1<z<2n
w; = 18,f0r1<z<2n

Set {&}Z = gen([ +3]),
{52}1 2n+1 =gen([ + V3, i\/g])7

w; = ’Li]ﬁ_n = w; = w’tc+n = ﬁ’ and §2n2+1 [O]nXl'
=X+ (V(n+A) Pxx)si, Fori=1,..,2n% +1,
Xi"‘n:X_( (n+)‘)PXX)*z" set x;i = X + vV Pxxé&;.

Set of [84] (N = k")

Choose k € N and, for j; = 1,.

i = 5_1(1;51) Cj; =

,kand i =1,.
(Zl 1 b2)1/2 _1/2bl’w317 win —

2
1 _ul
ﬁffooe 2 du;
=X+ 370 ¢V,

Ln, set: Z(x) =

1. . .
PR X]17"'7]n

for where )\; is an eigenvalue and v; an eigenvector of Pxx.

e (V)= (|

From Tab 2.1 [1,2

V3 0
V3

)L

|, for the Symmetric set of [1] with wy = 1/3, the weights are
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given by

n V3 0 V3
a1V wl), 1]

From Tab 2.1 [2,1], for the Reduced set of [45] with wy = 1/3, the weights are given
by

Clewe 1-(1/3) 2 1

== T T2 T 3x4 6
Define
Xo =0,
B
1
— — = — 3
X5 = —x1 = V3;

for j =1, define

L
X0 =g = 00]:[ ]
P xi| [-v3][-v3
Xl _Xl - —1 - -1 _\/§ )
L \/ 2wj ] L 2w1
S R s = ~V3 |
L J . - 1

The sigma points are given by
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_ 0 0 0
Yo =y Pog+ X =D 0]+ 0]:[0]’
. —v3| o] [-v3]
X1 = \/PXXX%“FX =1 + = ;
- 3_ _0_ - 3_
=/Pxxx3+ X =1 + = .
X2 XX X2 2__\/5_ _0_ _—\/§_

From Tab 2.1 [2,2], for the Spherical simplex set of [46] with wy = 1/3, the weights

are given by

l—wy 1-(1/3) 1

n 2 3
Define
Xo =0,
1_ -1 _ —1 — _ §
X1 = /_2’(,01 - 2% 27
3
R B
X2 = —X1 %
for j = 2, define
[ -1 1
X X 0
X‘g) = XO = 81 = _? = s
By o 0
e N
; X1 —/3
Xi=xi= 1 = 2,
| ViGthw | LT V2
- LT i i
i 2 X2 5
X2 = X2 -= —1 = \/g )
| ViGthw | LT V2
j 9 [0]i-1)x1 0
X3 = X3 ‘= 1 = 3 |-
| ViG+D)wr | L V2

The sigma points are given by

Xo = PXXX?)+X212[




§ -
2
3 Y

X1 = PXXX%"’X:IQ

2

0
I 0
e T T
_ 3 0 3
X2 =\Pxxx3+X =1L \/; + 0l = \@3 ;

%w\w
+

IM%
T

From Tab 2.1 [3,1], for the Simplex set of [83], the weights are given by

_ 0
X3 = PXXX§+X:IQ \/g
L V2

B B I
wl—wg—wg—n+1—§.
Define
Vi) | V2| | VB
Ss=vn+1l — % =V3| V2 | =| V6|,
I 0 | I 0 | 0
: [ VvE] [vE
S =vn+1 [2(_2\722“2 =V3| V6 |=| VI8 |,
e [ VB =V o
5_[51762] _|:\/1_8 \/1_8 B %

The sigma points are given by

Yo =\/Pxxxg+X =1 \/6]4‘{0]:[ \/6}7

V18 0 V18
i 5] o]l [-v6
=/Pxxx°+X =1 + = ,

0
s o 0 0
X2 =\ Pxxxs + X =1 g | T ol =

Q
|
:'\4
|
R
%)
=
3
X
3
|
_—
1
—_
Wik |
Wl
—_
| |
Wl
W=
| I
I
_—
1
e
Wik
wio |
Wl
| I
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I
1
W= o=
W W=
1

hence the weights are

Wl Wl Wl Wl

Define

D
|
<
~
>
9
=
3
X
%
|
=
=
| —— |
_ =
| I
[l

11

22

Wl Wl Wl Wl
1
\—/ \—/

Wl =

Wl =

The the sigma points are given by

3 l+£ 1_ V3
_ _ 2 T 2 27 73
ai=Ea+X=11 5 1. v
2 2 2 2
3 l+£ 1 _ V3
B _ 2T 2 27 73
Xl—(E)*2+X_ 1_ B8 l_|_@
2 2 2 2
L% -1 N 0 —1

= e — -
= 1 0 ~1

N N[= N~ N

l_f_@ 1_ V3
2 \2[ 2 jg
1 3 1
272 27172
+ 4]
_ V3|7

2 |
_ V3]

2
+2 |

and g =1,

From Tab 2.1 [4,1], for the Symmetric set of [41] with a = 1, kK = 1,

define

A=a*(n+r)—n=102+1)—-1=2

The weights are given by

A 2 1

Yo = Ty 242 2

m
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3
6= — o’ =——+(1-1’+1)=<
wg n+)\+(1 oz—i—ﬁ) 2+2+( —l—) 5
A 2
w’L w'L n—i—A 2_"_2 27 Orz )=y Y
and the sigma points by
_ Vi o0 ] [ 9
:X—I—< + A\ P > = =
X1 <n ) XX *1 ( 0 \/Z_ Xl _0
_ Vi o0 ] [0
:X+< AP ) — =
X2 (n+X) Pax ) ( 0 Vi), |2
_ Vi 0 ] [
:X—< AP ) __ -
X3 (n ) XX *1 ( O \/Z_ *1 L
_ Vi 0] [
:X—( TN P ) __ -
- (n ) - *2 (_ 0 \/Z_ *2 L

4—n 4-=2
I — =_ =1.....4
w; 13 T , fori ooy 4y
wi:% fori=05,...,8;
_n*—Tn 1_22—7><2 1_%
o 13 18 )
Define
[ V3] V3] [0
§1 = , S = , &3 1= , 4=
0 0 V3
[ V3 ] V3] V3
55 = 756 = 757 = afs
| V3| V3 | —V3
0
59 _[0]’

hence the sigma points are given by
x1=X+ vV Pxx& = [0]ax1 + 12
Xe =X+ V Pxx& = [0]ax1 + 12

X3 = X+ \VPxx& = [0]2x1 + 1>
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X4:X+\/a§4:[0]2x1+12:_03] zl_?/g],
X5=X+@55=[0]m+12:£] zlgl

X6:X+\/a£6:[0]2x1+12:_\/§3: = _\/\f
X7 = X+ Pxxér = 021 + I __\/53_ = __\/33_7
X8:X+\/a£8:[0]2><1+12_: 2 = : 2

Xo =X + \/ Pxx&o = [0]ax1 + 1o

From Tab 2.1 [5,%], for the set of [84] with x = 2, define

1 1 1

Wil = Wi2 = W21 = W22 = — = 55 = 7

thence the weights are given by

1
W1 = W11 = 17
1
Wy = W12 = 17
1
W3 = W1 = Z)
1
Wy = W2 = Z

Define

K 2
= = b=/ ———0=0
VST 0.4549
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K 2
= by = (| by = 1.4142
TN T 0.4549 2

The eigenvalues A1, Ay and eigenvalues vy, vo of Pyx are

Then, the sigma points are given by

- 1 0 0
aA=Lp=1: xia =X+C1\/)\1U1+01\/>\2’02=0\/T +0ﬁ[1]=[0]
. . . 0]
n=Ljp=2: xi2 =X+ C1y/ A1 + €21/ Agvg =
1.4142
. . _ [ 1.4142 |
1=2,02=1: xo1 =X+ C2/ A1 + €1/ Mg = 0
. . _ [ 1.4142 |
J1=2,ja=2: Xop =X+02\/)\1U1+62\/>\2U2: 14149

Remark 2.2. Sigma sets can be composed of 1) only positive weights, or ii) both positive
and negative weights (never only negative weights). However, using UF’s composed
of both positive and negative weights [option i)] should be avoided; this practice may
result in some numerical problems such as non-positive sample covariances [1] or a

large amount of round-off errors [85].

Regarding sigma sets, UF’s can be classified according to 3 different criteria.

A first criterion considers the geometrical distribution of the sigma points within
each sigma set in an UF. In the UF’s of [1,2,41,47|, the sigma points of every sigma
set are distributed symmetrically; and in the reduced set of [45], spherical simplex set
of [46], simplex set of [83], and minimum set of [57], the sigma points of every sigma

set are distributed asymmetrically.

A second criterion considers the number of sigma points in each sigma set. Every
sigma set x = {x;, w™, witY, is associated with a random vector X € ®" and the
number of sigma points N depends on n, the dimension of the space in which X takes
value. As can be seen in Table 2.1, the number of sigma points is i) N =n + 1 in the
UKF’s of [45,57,83], ii)) N = n + 2 in the UKF of [46], iii) N = 2n + 1 in the UKF’s
of [1,2,41], iv) N = 2n?+ 1 in the UKF of [47], and v) N = k" (k € N is a parameter)
in the UKF of [84].
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A third criterion considers which sample moments of each sigma set x are equal to
the moments of their associated random vector. Generally, this matching occur with
the moments of order 1 (the mean) and 2 (the covariance) in the UKF’s of [1,2,41,45,
47,57,83]. If the random vector is symmetric—a random vector X € ®" is symmetric
if pdfy ()_( + :E) = pdfy ()_( — ZL‘) for every x € R"—, then this matching occur with
the moments of order 1, 2, and also all odd-order moments in the UKF’s of [1,2,41,47].
If the random vector is Gaussian, then this matching occur with the moments of order
1, 2, with all odd-order moments, and also with the moment of order 4 in the UKF’s
of [47]. Not all UKF’s have their sigma sets matching the first and second moments of

their associated random vector (see Section 2.5).

Let us now consider different UF’s regarding UT’s.

2.2.2 Unscented Filter variants considering different Unscented Trans-

formations

Table 2.2 presents all different UT’s in the literature, namely i) the (ordinary) UT
(first column of Table 2.2), ii) the scaled UT of [44] (second column of Table 2.2), and
iii) the Auziliary form of the UT (AuzUT) of [44] (third column of Table 2.2).

Comparative with the ordinary UT, the scaled UT of [44] (second column of Table
2.2), essentially, have two different steps: i) the previous sigma set x is transformed
by a scaling transformation with scaling parameter a (Tab 2.2 [2,2])—note that the
transformation of the sigma points X; = x1+ a(x; — x1) is a convex transformation—;

and ii) the transformed sample covariance is 37 in (Tab 2.2 [7,2]).

Comparative with the ordinary UT, the AuxUT of [44] (third column of Table 2.2),
essentially, has only one different step: the transformed sigma set v (Tab 2.2 [3,3]) is
transformed by the scaling function g (Tab 2.2 [2,3]); this function also has a scaling

parameter o.

Since both the scaled UT of [44] and the AuxUT of [44] are composed of scaling
transformations, we call the set of these two UT’s by the name of scaling UT’s. In
Section 2.6, we show an inconsistency regarding the Scaled UT of [44]. We point out

that [86] presented an embryonic form of these scaling UT’s.

Let us now consider different UF’s regarding different prediction-correction struc-

tures.
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2.2.3 Unscented Filter variants considering different prediction-correction

structures

UF’s can be classified relative to their prediction-correction structures according to

2 criteria.

A first criterion is related to the form of the underlying dynamical system, i.e.,
whether the system is described in the additive form (2.1), or in the more general form
(2.2). UF’s designed for systems in the additive form (2.1) are called Additive UF’s,
and UF’s designed for systems in the more general form (2.2) are called Augmented

UF’s.

The a priori random vector at each time step k is different in each of these filters.
In Additive UF’s, the a priori random vector is the previous state zj_1|y;.x—1 with
mean #j,_;_1 and covariance P¥ UF=1 (as in the Algorithm 1). On the other hand,
in the Augmented UF’s, the a priori random vector is the previous augmented vector
T}y (cf. [67]) defined by (recall that @y and ¥y are the noises of the systems (2.1)
and (2.1))

mzfl\kfl = (Tp—1, @, i) [Y1:0-13

the dimension of zy_y ;4 IS ng = 1y + ne + ny; its mean is

AQ A T
Th—1|k—1 "= {ngukfl? [0)1 5 [O]lxnﬂ} ) (2.18)

and its covariance and square-root covariance are, respectively,

p;zik—llk—l = diag (Pf;1|k_17Qk,Rk) : (2.19)

VEE = diag <\/W VO, \/R7k> . (2.20)

Although it is always possible to use Augmented UF’s for either (2.1) or (2.2),
Additive UF’s are preferable for (2.1), because n Additive UF’s are computationally
cheaper than their corresponding Augmented UF’s (Augmented UF’s with the same
sigma sets and UT’s).

Remark 2.3. Filters for some system descriptions besides (2.1) and (2.2) can be easily
obtained. For partially-additive systems, where (2.2) is considered either with f; with
additive wy, or hy with additive 9, the augmented state vector @qu x_1 1s composed of
only by the noise of whatever function is in general form [68]. For partially-nonlinear
systems, where fi or hy is linear, the linear KF equations usually can be used in the

parts of the UF referring to the linear equation [87].

A second criterion for classifying UF’s regarding their prediction-correction struc-
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tures is the propagation form of covariances; covariances within the UF’s can be propa-
gated in their covariance forms, themselves, (e.g. pﬂkfl, ﬁ’f?‘f*l, and pﬂk in Algorithm
1), or in their square-root forms (e.g. \/ﬁx@k_l, \/pxk;‘,k_l, and \/ PH¥ in the filter of [42]).

UF’s whose covariances are propagated in their i) covariance forms are called UKF's,

and in their ii) square-root forms are called Square-Root Unscented Kalman Filter’s
(SRUKF’s).

SRUKF’s are usually preferred over UKF’s in computationally ill-conditioned sit-
uations; for example, applications where the machine precision of the used computer
is such that rounding errors can cause UKF’s to diverge. In such ill-conditioned sit-
uations, usually SRUKF’s are less likely to diverge than UKF’s—indeed, generally,
for any KF-based filter, a square-root form is less likely to diverge than a covariance
form [88].

In SRUKF’s, algorithms of QR decomposition and Cholesky factor update are
used in order to propagate square-root covariances (cf. [42]). To date, we are aware
of five variants for the Square-Root Unscented Kalman Filters (SRUKF’s): SRUKF
of [42] (system in additive form (2.1) with the sigma set of [41], Tab 2.1 [4,1], and
statistics calculation (2.12)-(2.17)); SRUKF of [67] (general form (2.2) with the set
of [41]); SRUKF of [89] (additive form (2.1) with the spherical simplex set of [46], Tab
2.1 [2,2]); SRUKF of [21] (general form (2.2) with the set of [2], Tab 2.1 [1,1]); the
Improved SRUKF of [90] (additive form (2.1) with the reduced set of [45], Tab 2.1

[2,1]).

Kokoskokokoskoskoksk

All additive UKF’s (AdUKF’s) in the literature are represented in Table 2.3—this
table refers to Tables 2.1 and 2.2 for the expressions of each element in the presented
AdUKF’s. The (Additive) UKF of [82] (Algorithm 1), for example, can be obtained by
taking the first row of Table 2.3; the previous set of this filter is the symmetric set of [2]
calculated for X = & 15—, and Pyx = PE-1E=1 - Augmented UKF’s and SRUKF’s
can be obtained with Tables 2.1 and 2.2 with corresponding, slightly modified versions
of Table 2.3.

Remark 2.4. Due to the difficulty of describing UKF’s as presented in the original for-
mulations in a simple and systematized way, the forms of the UKF’s shown in Table 2.3
are not necessarily the ones introduced by their corresponding authors. Nevertheless,
the forms contained in this table, if different from the original ones, are trivial exten-
sions (e.g., the additive form for the symmetric UKF of [1] in Table 2.1 is slightly more
general). Moreover, some of these extensions have already been explicitly proposed
(e.g., the additive form of the symmetric UKF of [2] was modified in [82]).
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Remark 2.5. There are 3 other UKF’s that are not presented in Table 2.3: [37] describes
a symmetric UKF matching up to the 4th central moment of the previous random
vector; [86], an asymmetric UKF matching up to the 3rd central moment of the previous
random vector; and [91], a symmetric UKF matching up to the 8th central moment
of a scalar Gaussian random vector. Table 2.3 does not show these UKF’s because,
instead of presenting their expressions, these works only show procedures from which
these UKF’s can be obtained.

Next, we present general comments about UKF variants and analyze some of their

properties.

2.3 DEFINITIONS FOR UKEF’S

In this section, we point out some problems concerning definitions of some UKF’s

of the literature.

2.3.1 Variations on UKF definitions

From Section 2.2, it is clear that there are many UKF variants. Given that, in
general, these variants are not equivalent, we cannot properly point out which one
is the definition for the UKF. Nonetheless, most works in the literature use the term
UKF when referring to either the UKF of [2]—as can be seen in [59,80]—or to the UKF
of [41]—as can be seen in [52,60]. By comparing their sets of sigma points (cf. Tab 2.1
[1,1] with Tab 2.1 [4,1]), we can see that there are two main differences between these
filters. First, the UKF of [2] uses the factor x to calculate the weights and the sigma
points, while the one of [41] uses a term A = a?(n + k) — n to do so. Second, in the
UKF of [41], wi* and w§ are distinct objects, while in the UKF of 2], wy = wj* = w§.

2.3.2 Variation on scaled UKF definitions

Although the UKF of [41] (Tab 2.3 [5,*]) is described and widely referred to as a
non-scaled UKF (cf. [52,60]), Merwe himself, one of the authors in [41], describes this
filter as a scaled UKF form (cf. [67])—it has a scaling parameter o (cf. Tab 2.1 [4,1]).
Apart from that, one should notice that this scaled UKF form differs from the ones
proposed by [44] (the ones using the UT’s of Table 2.2).
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2.4 ACCURACY OF THE UT’S

In this section, we point out some problems concerning the accuracy of the UT.

2.4.1 Transformed covariance

Consider equations (2.10) to (2.10). As [60] states, a large number of papers repeat
the statement of [1] that if 4, = X and ¥,, = Pxx, then p, and ¥, are equal to Y
and Pyy up to their second order Taylor approximations. However, that is not true for
all UT’s. Indeed, [60] has already pointed out this issue for the UT in the symmetric
UKF of [41] by providing a counter-example: for

X ~ N(Opx1,1,) and Y := F(X) = X7 X,
the analytical result for the covariance of YV is
Pyy = 2n.

but the UT of [41] provides different results (see Table II in [60])—note that, since
F(X) = X"X is a second order polynomial the UT should provide the same result as

the analytical one if the second order approximation claim above was true.

2.4.2 Transformed cross covariance

The transformed cross-covariance is necessary for the UKF, but before our work

[23]—a result of this thesis—an estimation quality for it was not provided.

2.5 SMALL SIGMA SETS

In this section, we point out some problems related to the sigma sets of the literature
composed of less then 2n sigma points—for n being the dimension of the associated
random vector (cf. Table 2.1).

The reduced set of [45] has two drawbacks. First, it can be numerically unstable for
great values of n due to the fact that the weights are composed by fractions of 2" [46].

Second, neither the sample mean, i, , nor the sample covariance, X, are equal to the

XX
mean and covariance of the prior distribution when n is greater than one [57]. In fact,

from Tab 2.1 [2,1], for n = 2, X ~ ([0]2x1, I2)?, wo = 0.5, and using (2.13) and (2.15)
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with w; = w; = w;, we have that

and

n 1({1 1
Exx:zwi(Xi—Mx)(O)T:Q[l 5] # I, = Pxx.

The spherical simplex set of [46] does not present the instability problem of the set
of [45], but still has the same problem that neither u, nor ¥, is equal to the mean
and the covariance of X, respectively, when n is greater than one [57]. In fact, from
Tab 2.1 [2,2], for

n=2 X~ ([0]ax1, 12)*, wy = 0.5,

and using (2.13) and (2.15) with w; = w; = w;, we have that

n+1 1 0 B
= iXi = 5= 0 =X,
o ;) R N AR # [0]2x1
and
n+1 T 1 0
Dox = D Wi (Xi_“x) (o) = 0 53 7 Is = Pxx.
i=0 2%

For the minimum set of [83], the sample covariance does not match with the covari-
ance of the considered random vector. Using Tab 2.1 [3,1] and (2.13), it can be shown
that

n+1 1 o
S = ; wi (xi = ) ()" = Pxx + — XX’

for X ~ (X, Pxx)", which is not equal to Pxx if X # [0](nt1)x1- In fact, for X € @1

with mean X = 3 and covariance Pxx = 4, the sample covariance of the set of [83] is
n+1

S = 2w (xi — iy ) ()7 =13 £ 4= Pxy.

=1

Finally, our minimum set in [57] is the only sigma set composed by less than 2n

points matching the mean and covariance of X.
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2.6 SCALING TRANSFORMATIONS

In this section, we point out some problems related to the scaling transformations

of the literature.

2.6.1 Scalable sigma sets

The scaled UT was proposed by [44]. In this work, it is stated that the “scaled un-
scented transformation [...] allows any set of sigma points to be scaled by an arbitrary
scaling factor” (the italic is of [44], and the bold was added by us). However, suppose
that a random vector X € ®2 has mean X = [0]2x1 and covariance Pxx = I, and that

the previous set x = {x;, w;}i_; is composed by the sigma points

KR R B
X1 = )y X2 = y X3 = 0 y X4 = _\/§ )

0 V2
W1 = Wy = W3 = Wy = —.

4
, 0
X1 = X1 = 9 )

one can see that, from Tab 2.2 [¥,2], the sample mean (p,, := >;_; w}x}) and the sample

and the weights

For a = 0.5 and choosing

covariance (S 1= Yy w](x} — 1) (0)T.) of the scaled sigma set x’' = {x}, wj}, are

ansyt

-3 0
0 1

and

Yix = [ ] # Ia.

This example shows that the sample mean and the sample covariance of X’ are not
equal to the mean and covariance of X, respectively. In fact, as one can see from the
following theorem, this property is not guaranteed to hold for any sigma set, except

for those having one sigma point equal to the mean of X.

Theorem 2.1. Consider X ~ (X, Pxx)" and a function F : R" — R™ defining a new
random vector Y := F (X) and consider a set of sigma points x = {xi, w; }X, for X.

Consider also the set of scaled sigma points X' = {x}, w!}X., obtained from the scaled

UT of [44] (second column of Table 2.2). We have that:
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1oif SN jw; =1, then YN, w'y = 1;

2 py =a tp +xa(l—ah);

3. if x1 = X, then oy = fhy;

4. ifa#1, then y1 =X & P = [hys

5. if x1 = X, then NPV
Proof. Suppose SN, w; = 1, then

1

N N
Zw;:—(—1+a2+2wi) =1
i=1

2
o i—1

For the second and third assertion, note that, from the definition,
N
1 1
L ot ot
IU/X/ _;wl)(z_ aNX+X1(1 01)7

which, supposing x1 = p,, gives p,, = p, and, supposing p,, = p,, a # 1, gives
X1 = i, The last assertions can be proven by the fact that, from the definition,

N T
Sy = ; wi (X = 1) (X5 — 1)

N
= w (Xi = 1) ()7 + Y wila +alxi — x1) — ) ()7,
i=2
which, for x; = p,, gives ¥y =3y O]

Therefore, the scaled UT of [44] is restrictive in the sense that this UT does not
provide the mentioned results for any previous set of sigma points. For instance, the
SUT of cannot be used with the sigma set of [57] (Tab 2.1 [3,2]) because

wn-l—l?él:}p?éo

and

C 40

imply that y; # X, Vi=1,...,n+ 1.
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2.6.2 Covariance

Consider X ~ N([0]3x1,/3) and
Y :=F(X)=X"X.

Then, Y = 3 and Pyy = 6. Using the scaled UT of [44] with the symmetric sigma set
of [1], we get, from (2.14) and (2.16),

p,=3=Y,
and
E:,YZBQQ_S%PYY.

This result shows two problems involving the matching of the covariance. First, the
transformed covariance for this scaled UT is not matched up to the order 2, but only
to the order 1. Second, the scaling factor modifies the covariance even for second order

polynomial approximation.

2.6.3 Cross-covariance

Similar to the case for the non-scaled UT’s, the estimation quality of cross-covarian-
ces for the scaled UT of [44] and for the AuxUT of [44] has not been presented in the
literature yet. Moreover, there is no mention of the influence of the scaling factor on
the transformed cross-covariance for the UKF of [41] (recall from Section 2.3.2 that this
UKF has to be investigated whether it is a scaled UKF or not). Since it is desirable to
match the first and the second moments, the free parameter a should modify only the
third and higher terms. However, consider X ~ N([0]3x1, [3) and

Y = F(X)=X"X.

Then, from Tab 2.1 [4,1], (2.14) and (2.17), we have

N —
lu"y = sz/}/l =3 = Y7
=1

and

N T 9
Ly 7= ;wi (Xz’ - MX> (%‘ - My) =6a L], — 5[5

Therefore, the second order term of X, is also modified .
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2.7 SQUARE-ROOT FORMS OF THE UKF’S

In this section, we point out some problems related to SRUKF'’s of the literature.

2.7.1 Downdating the Cholesky factor

For an equation in the form
AAT = RRT — 58T,

where A, R, S are Cholesky factors, we say that A is a downdated Cholesky factor of
R by S. There are three parts within the SRUKF algorithms in the literature where
Cholesky factors are downdated: in the calculations of the square-root matrices of the
predicted state’s covariance, of the innovation’s covariance, and of the corrected state’s
covariance. In the first two steps, the downdating steps are performed only for the

sigma points with negative weights, while, in the last, they are always performed.

Since the direct downdating of a Cholesky factor is “inherently more #ll-conditioned
than if @ (the @ matrix of a QR decomposition) is also available” [92] (the comment
within parentheses and the emphasis is ours), filters resulting from the substitution
of downdating steps by QR decompositions—or, more generally, by any triangulation
technique [80]—should be computationally more stable. In fact, [93] has developed such
a technique for calculating the square-root matrix of the corrected state’s covariance
for quadrature Kalman filters and [80] for the CKF.

2.7.2 Square-Root Scaled UKF

The literature does not present any filter conjugating the SRUKF with the scaled
UT of [44] (second column of Table 2.2) nor with the AuxUT (third column of Table
2.2).

2.7.3 Square-Root UT

Although there are definitions for filters in square-root forms using the UT, we
have not been able to find any definition for a Square-Root Unscented Transformation
(SRUT). Explicitly defining an SRUT can be justified by three reasons, at least: 1)
it gives SRUKF’s better mathematical formal principle; 2) it is possible to study a
SRUKEF’s by focusing on its respective SRUT, since it is the core difference between
SRUKF'’s relative to other nonlinear SR KF-based filters; and 3) an SRUT can be

applied not only within the KF framework, but in any framework or application that
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requires uncertainty propagation (e.g. [94]) or within other stochastic filter (e.g. [95]).
In Section 4.3, we provide a definition for the SRUT.

2.8 ADDITIVE UNSCENTED KALMAN FILTERS

When UKF’s are solutions to the filtering problem of systems in the form (2.1),
we call them AdUKEF’s. There is a great number of AAUKF’s in the literature, such
as [1,2,39,40,42,44-47,83, 84,86, 96, 97].

From Section 2.2, we saw that AAUKF’s can vary from each other by different
criteria; in this section, we analyze every AAUKF of the literature distinct from each

other according to the following three criteria (Section 2.8.1):

1. in which equation the process noise’s covariance () is considered,
2. whether the predicted state sigma set {Xf@;l, w; (51} is regenerated or not, and

3. how this regeneration is done if it is the case.

Four different classes are found.

From this analysis, we show that only one of these classes of AAUKF’s, namely the
AdUKF 1, provides the same estimates as the (linear) KF when the system (2.1) is lin-
ear (Section 2.8.3). By the facts that i) the UKF’s are extensions of the (linear) Kalman
Filter (KF) to nonlinear system and ii) that the KF provides the minimum variance
estimate of the state of a linear system with Gaussian noise and initial state [24, 26],
it is expected [from i)] and desirable [from ii)] that the estimates of the AAUKF’s are

equal to the ones of the KF when linear systems are considered.

Numerical simulations indicates that this linear property of the AAUKF 1—of pro-
viding the same estimates as the KF when the system is linear—is related with a supe-
rior performance of this AAUKF 1—comparative with the other classes of AdUKF’s—
when nonlinear systems are considered. In Section 2.8.2, we compare the performance
of all classes of AAUKF’s in a numerical example, and the AAUKF 1 outperformed
all the other classes of AAUKF’s. Later, in Chapter 5.1, endowed with the results

developed in Chapters 3 and 4, we will be able to develop stronger conclusions.

2.8.1 Additive Unscented Kalman Filters of the literature

Each class is represented by a particular AAUKF; in this way, we can analyze their

algorithms. We chose the AAUKF’s of [2,42,59,67].
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However, in order to not lose generality, the algorithms described below are in a
more generalized form than the ones presented in [2,42,59,67]; each AAUKF is defined
with particular sigma sets in their original work, but here we consider general sigma

sets. For this, we define the function
SS ()_(, PXX> = {Xi,wi}i]\il

mapping the mean X and the covariance Pxx of a random vector X to a sigma set.

For easy reference, we named i) AAUKF 1 the class gathering the AAUKF of [59],
ii) AAUKF 2 the class gathering the AAUKF of [42], iii) AAUKF 3 the class gathering
the AAUKF of [67], and iv) AAUKF 4 the class gathering the AAUKF of [2]. We point
out that, broadly, as long as our knowledge go, AAUKF’s 1, 2, and 4 are used in an

approximately-equal number of works.

Below, some variables are written with a subscript {j} as in Ay, for j = 1,2,3

and 4; this notation associates the element A to the AAUKF j. For example, szll}lk_l

is sigma point of the AAUKF 1, Xk{;}!k ' of the AdUKF 2, Xk{gl}!k ' of the AdUKF 3,
and x\)*"" of the AdUKF 4.

Algorithm 2 (AdUKF' 1 (in [59])). Perform the following steps:

. E—1|k—1 .
1. Trp_1jk—1,{1} Pm {l} , Qr, Ry and a measurement Yk are given.

2. State’s prediction.

(a) Predicted statistics.

k—1lk—1 N1y . ASk—1lk—1
{XZ {1}| wi,{l}} =55 (l’k71|k71 {1} Pm{h ) 3
klk—1 k—1]k—1 4
X,‘*{l} = [k (Xz{l}‘ ) 1 << Npy;
Ny "
Brfe-1(1} = D Wi 1) X 1);

=1

N{ 1

prlE-1
(b) Regeneration of predicted state sigma points.
bl M g pHF1 (2.22)
Xi {1} » Wi {1} mk““ L1} S gn {1} ) - :

3. Measurements prediction.

k|k—1 k—1|k .
’Vi,‘{l} = Iy, (Xz{1}|> 1 <4< Npy;
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Ny Hie—1.
@k|k—1,{1} = Z Wi {13 X5 {1}

=1
kk 1 R T
yzl {1y — Z Wi {1} (Xz {1y = yk\k—l,{l}) (©)" + Ry;
k:\k 1 N{ J ~ klk—1 R T
zy {1} — Z Wi {1} (Xz {1}y — xk\k—l,{l}) (Xz,{l} — yk\k—l,{l}) .

4. State’s correction.
 Pklk—1 [ pklk—1\"1
Grny = ny,{l} (pyy,{1}> ’
Trk 1y = Trpp—1.01y T Grq1) (yk — ?Jkk1,{1}> ;
Aklk k=1 Ak|k—1
Px:c,{l} Py {1} Gh{l}Pyy {I}Gk {1}

Algorithm 3 (AdUKF 2 (in [42]).). Perform the following steps:

. Ak—1k—1 .
1. Trp_1jk—1,02} PM7{2} , Qr, Ry and a measurement Yk are given.

2. Prediction of the state.

(a) Predicted statistics.

{Xf{zl}lk 1 w; {2}}1\72 _ SS(xk 1 1,Pfx_1|k_1)§
klk—1 — £ (Xk—1|k—1)7 1<i< N{Q};

Xi{2) i.{2}
& k|k—1
Thlk—1,{2} = Z Wi {2} X; {2} >
=1
N.
phlk-1 Z{E}w- ( W1 _ o >(<>)T_|_Q
aw,{2} = ~ i{2} \ X {23 k|k—1,{2} i3

3. Measurements prediction.

k|k k—1|k .
ey =he (xip)) 1 <0< Nigys
N{Q} klk—1
Ohk-1,02) = D Wi2}Xi oy 5
=1
Nigy

prlE-1 T
yyl {2y — Z Wi {2} (Xz {2 — Uklk—1 {2}) ()" + Rg:

_ N T
:?lk{zi = Z Wi, {2} (Xz 23— Thlk—1 {2}> (Xf,|{kz}l - yk\k717{2}) :
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4. State’s correction.

_ pklk=1 ( pklk—1\ "1
G2y = Pryi2y (Pyy,{2}) ’
ik {2} = Thlk—1,{2} + Gk,{2} (yk - Z?kk_L{z}) ;
Ak|k Aklk
Pm,{2} = Pm,{z} G {2} Yy, {Z}Gk {2}-
Algorithm 4 (AdUKF 3 (in [67])). Perform the following steps:

N Ak—1k—1 .
1. Tp_1jk—143} va{g} , Qr, Ry and a measurement Yr are given.

2. Prediction of the state.

(a) Predicted statistics.
Eotlk=l ftlk—1) |
) %{3}}17 = S5 (#p-1-1, P )
klk—1 k—1]k—1 : .
Xix {3} = fk <X@'7{3} )7 1 SZSN{g},

Nisy
k|k—1
T 1{3} = Z w; A3 X {31

prlk-1
Pra REI Z w; {3} (Xl {3} — Th|k—1 {3}) (o ) + Q.

(b) Regeneration of predicted state sigma points.

k|k—1 k|k—1 . .
Xig3} = Xix {3} I1<i< N{3}7

DO o) = 55 (. Q1)

{3}+1

w*
wipy = 1< j < N

3. Measurements prediction.

klk—1 k—1k . _

Vi {3} = hi (XZ {3} ) 1 <i < Ngy;
Nys} e

yk|k 1,{3} = Z Wi {3y X {3} )

N
Sklk—1 |k— N T ]
Pyy {3} — Z Wi {3} (Xz {3} Z/k\k—l,{?)}) (©)" + Ry;

phlk-1

. _ R T
Py = Z Wi {3} (Xz {3y — xk\k—l,{:s}) (Xf,lfs}l - yk\k—l,{S}) :
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4. State’s correction.
_ pklk=1 ( pklk—1\ "1
Gri3y = Loy p3) (Pyy,{fﬁ}) ’
Trir {3y = Trp—1,03) Gk,{3} (yk - Z?kk_L{s}) ;
Akl Akl k
me,{S} = Px:p,{3} Gk {3} Yy, {3}Gk {3}-
Algorithm 5 (AdUKF 4 (in [2])). Perform the following steps:

N Ak—1k—1 .
1. Tp_1jk—1,44} Pxx7{4} , Qr, Ry and a measurement Yr are given.

2. Prediction of the state.

(a) Predicted statistics.

{Xf{i}‘k L w; {4}} =55 (l’k k-1, Pf;”k*l + Qk) : (2.28)
K|k fe—1|k— .
X |{4}1 = [ (Xi,{i]! 1) , 1 <4 < Nygy;
Niay

N - klk—1.
Th-1,00) = 2 Wida) Xige)

Py = Z wigy (" = Baporgny ) ()7

3. Measurements prediction.

klk—1 k—1|k .
%!{3} = hy, (X1{3}|) 1§Z§N{3}§

il k|k—1
Yk|k—1,{3} = Z Wi, {3} X4,{3} >

=1

N

Ak|k—1 \ R T ‘
Py = sz{3} (Xz{?:} ykz\k—l,{3}) (©)" + Ry;

_ R T
fg‘yk{i’& = Z Wi, {3} (Xz (31 — Trlk—1 {3}> (Xf,[{k3}1 - yk\k—17{3}) :

4. State’s correction.

_ Aklk—1 ( pklk—1\"1
G (3 = Py 3} (Pyy7{3}) ’
k30 = Trp—143) + Gr3) (yk — Z?kk—1,{3}) ;

Sklk _ pklk—1 phik—1
Progsy = Pragsy — G (31 Py, {S}Gk {3}-
Note that there is no essential difference among i) the measurement’s prediction

44



steps of each AAUKF (steps 3.), and ii) the state’s correction steps of each AdUKF
(steps 3.). Thus, the differences rely in the state’s prediction steps (steps 2.).

The four classes of AdUKEF’s are divided according to the criteria 1, 2 and 3 de-
scribed in the beginning of Section 2.8. Considering these criteria in each AAUKF we
have that:

in the AAUKF 1 (Algorithm 2), the covariance Q) is considered in (2.21), and
the predicted sigma set {Xi{{kl_}l, w; 1} } is regenerated in (2.22);

e in the AAUKF 2 (Algorithm 3), the covariance Q) is considered in (2.23), and
the predicted sigma set {Xil{k;}l, w; g2y} is not regenerated;

e in the AAUKF 3 (Algorithm 4), the covariance @)y is considered in (2.24), and
the predicted sigma set {Xf}{ks_}l, w; (3} is regenerated in equations (2.25), (2.26),
and (2.27);

e in the AAUKF 4 (Algorithm 5), the covariance @)y is considered in (2.28), and

the predicted sigma set {Xi{{k4_}l, w; 4} } is not regenerated.

The AAUKF 4 is the only filter to not consider (); in the equation of the predicted
covariance Pff{ﬁ Moreover, the AAUKF 1 and AdUKF 3 regenerate the predicted
sigma set {Xfl{kﬁl, w; ;3 }—AdUKF 2 and AAUKF 4 do not—, but in different ways.

Let us now investigate whether these differences result in differences in the final

estimates Zyx, ;) and Pk and, if it is the case, which class of AAUKF provide the

wz{j}
best estimates Ty ;3

2.8.2 Numerical Example

In this section, we compare the AAUKFE’s of Section 2.8.1 in a numerical example.
Suppose that, on time k, we have y, = 1000, @), = diag ([100, 5O]T>, Ry, = 100, and

2
Ty

HOE ] h@) = a'a,

. (1] e[ 30
Lh—1lk—1 = 9 ] ) P:m:,{l} - 0 12 ’

For the sigma set of [2] with x = 2, the posterior estimates provided by i) the AAUKF

1 are

120.0967 ]

Tuttay = [ 49.3841
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P gt | 299 —224 ;
: 92924 17.41

by ii) the AAUKF 2 are

) 125.17
xkz\k,{Z} - _95.12 5
P _qgr| 291 104
az,{2} ~1.04 080 |’
by iii) the AAUKF 3 are
A 88.9681
TR 7611 |
. 3.00 —4.34
prE = 10* ; 2.29
oz,{3} 434 —8.40 (229)
by iv) the AAUKF 4 are
) 202.56
Tk {4} = 9453 s
Pk _ | 1208 689 |
zz, {4} ~6.89 4.44 |’

and v) by a Monte Carlo simulation using 10° samples considering zy_i;—1 to be

Gaussian are

R 92.2690
TREAMEY = o) 5045 |
. 210  —0.39
Pk =101
az{MC} —0.39 9.39

The relative deviation ey ;3 of each Zy ;) of the AAUKF’s from 2y, p¢ defined
by

Hi"k\k,{l} - a?klk,{Mc}H j=1,2,3,4; (2.30)

Cklk, {5} = ,

[ss.gascr
is €k|k,{1} = 0.26, ek|k,{2} = 0.80, €k|k,{3} = 0.68 and ek|k,{4} =1.73.

All four classes of AAUKE’s present distinct estimates 2y, (; and pﬂk{ it for this
numerical example. Therefore, the three criteria distinguishing these classes (criteria

1, 2, and 3 in the beginning of Section 2.8) indeed influence the final estimates of the
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AdUKF’s.

The AdUKF 1 provides the smallest relative error (e 1y = 0.26) in the sense of
(2.30). The examples show that the error differences can be significant since the second
best AdUKF, AdUKF 3, provides an error (eg; 33 = 0.68) greater than 2.6 times the
error of the AdUKF 1 (egr,q13 = 0.26); and it also provides a non-positive definite

covariance [cf. (2.29)].

An analytical example can give us further information about which of these filters is
endowed with the best mathematical properties. Considering (2.1) with linear functions
and Gaussian state random vectors is particularly interesting because we already know

the best solution for the filter problem of such case, namely the (linear) KF.

2.8.3 Linear System

By the facts that i) the UKF’s are extensions of the (linear) Kalman Filter (KF)
to nonlinear system and ii) that the KF provides the minimum variance estimate of
the state of a linear system with Gaussian noise and initial state [24,26], it is expected
[from i)] and desirable [from ii)] that the estimates of the AAUKF’s are equal to the

ones of the KF when linear systems are considered.

Suppose i) that, for F}, € R"*" and Hy € R™*"* the system (2.1) can be written

in the following form

T = Fkxk_l + Wk, (231)
Yp = Hyzg + Oy; (2.32)

and that ii), at time step k, Zx_15—1, Px’“;”’“_l, Qk, Ry and a measurement y; are given.
Then the KF’s algorithm is given by [98]:

Trp—1,(xFy = Frlp—1k-1, (2.33)
Pyl ey = BBETUR Q) (2.34)
Ukk-1{xFy = HplZgk—1,{xry, (2.35)
P:;{“{_;F} = Hkpjalﬁlf{_liF}Hg + Ry, (2.36)
Pff{}(lF} = Pfi]f{;F}H/?a (2.37)
Gr{kFr} = P:z‘/]f{_KlF} (P;J?{;F})il ; (2.38)
ThpxFy = Tep-1{xFy + Gr{KF) <gk - @kk—L{KF}) , (2.39)
pfalf{KF} = Pfg‘ck{;F} - Gk,{KF}P;f{;;F}Gf,{KF}- (2.40)
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From a simple example, it can bee seen that AdUKF’s 2, 3, and 4 do not provide

the same estimates as the KF for the posterior mean and covariance. Suppose that
Qr = Pr1lk-1 — Zp_1p—1 = 1 and yx = F, = Ry = Hy = 2, then the KF’s posterior

estimates are

12 Skl 5

Trircry = 77 @0d Poy iepy = 775

and, for the sigma of [2] with x = 0, the posterior estimates for the AAUKF 1 are

for the AAUKF 2 are

for the AAUKF 3 are

for the AAUKF 4 are

12

jk\k,{l} = ﬁ = i’k‘h{]{p} and

Skk D skk
sz,{l} - 11 - P:c:r,{KF}’

. .
g2t = # Tppqxry and

skl 13, sEk
P:L‘a:,{Z}_ 9 %Pxx,{KF}’

R T,
Tk|k {3} = 6 7é Trlk{KF} and

Skl 1D, sk
an:,{f}} - 4 #Pxx,{KF}’

. 1 R
Tk|k, {4} = T? 7& Tk {KF} and

skl 8 o
zz, {4} — ﬁ 7& zz,{KF}"

Therefore, the AAUKF’s 2, 8 and 4 do not provide the same estimates as the KF for a

linear system.

For a general linear system, the estimates of the AAUKF 1 are given by:

{Xf,ff}'k_lawi,{l}}il =88 (&p_apn, PE) 5 (2.41)
o = Fod gl 1<i< N (2.42)
Thle—1,{1} = iwi,{l}Fkxﬁff}'k_l
— Fifpo1jp (2.43)
= Tyjh-1,(KF); (2.44)
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N
Pfl’f{_ﬁ = Fi ) wiq (Xf,il}'k_l - :%IHUH) ()" + Qs
=1

= Pt El L 0, (2.45)
_ Dklk-1
- T zz{KF}
klk—1 N . Akk—1
{Xi,l{l} >wi,{1}}i:1 =SS (xk|k71,{1}a PM‘C,{l}) ; (2.46)
%7%1 — HkXi‘ﬁ_}l? 1<i<N; (2.47)

N
N klk—1
G- = 2wy
=1

= HpZpp—1,01y (2.48)

= gk|k71,{KF};
Aklk—1 o k|k—1 T
Py = Hi Zwa{l} (Xi,{l} - jklk—ln{l}) (0)" + R
i=1

= H, P HE + Ry (2.49)

_ AklE-1
— Tyy{KFp
N

Aklk—1 kk—1 . klk—1 N T
Py = Zwiﬁ{l} (Xi,{l} - xklkfl,{l}) (HkXL{l} - Hkxklkfl,{l})
i=1

= Pt HT (2.50)
=P ff{;ﬂ?
Grqty = Pty (Pitie) (2.51)
= Gk,{KF};
Trk {1y = Trpp—1{xF} + Gr {xF) (%k - @kk-l,{KF})

= fkvc,{KF};
Sklk  Aklk—1 ASklk—1 T
Pzz,{l} = P:m,{KF} - Gk’»{KF}Pyy,{KF}Gk,{KF}

_ pklk

Hence, for a linear system, the AAUKF 1 provides the same estimates for the mean and

covariance of Ti|yr.x as the KF. Note that this is also true for Zy_1, Pfg‘f_l, Urlk—15
Dk|k—1 Dk|k—1
Py and PR,

Summing up, there are, at least, two superior results of the AAUKF 1 comparative
with the other AAUKF classes, namely: the AdUKF 1 a) is the only one to have

this linear property—of providing the same estimates as the KF when the system is

linear—, and b) was the best in the nonlinear numerical example of Section 2.8.2.

Together, these two superior results indicate that there might be a formal reason

endowing the AAUKF 1 with better mathematical properties comparative with the other
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AdUKF’s for any nonlinear system (2.1). Later, in Chapter 5.1, by using results de-
veloped in Chapters 3 and 4, we will be able to develop stronger conclusions respective

to this topic.

2.9 CONCLUSIONS REGARDING THE LITERATURE RE-
VIEW ON EUCLIDEAN MANIFOLDS

In this chapter, we provided an extensive review of the Unscented Kalman filter
theory in the literature. We were able to observe several problems concerning the

following aspects of this theory:

—

. multiple UKF definitions (Section 2.3.1);

2. the matching order of the transformed covariance (Sections 2.4.1 and 2.6.2) and
the transformed cross-covariance (Sections 2.4.2 and 2.6.3) of both the Unscented
Transformation (UT) and of the Scaled Unscented Transformation (SUT);

3. definitions of the reduced sigma sets of [45], [46] and [83] (Section 2.5);
4. the conservativeness of the SUT (Section 2.6.1);

5. the scaling effect of the SUT on both the transformed covariance and cross-

covariance (Sections 2.6.2 and 2.6.3);

6. possibly ill-conditioned results in the square-root Unscented Kalman Filters (Sec-
tion 2.7.1);

7. definitions for the Additive Unscented Kalman Filters (Section 2.8).

These problems, along with the difficulty in gathering all results related to the
Unscented theory, reveal the existence of i) gaps in the fundamental mathematical
concepts of this theory, and of ii) mathematical solutions generalizing the sigma sets,
UT’s and UKF’s of the literature.

In order to fill these gaps and provide these mathematical solutions, we propose a
systematization of this theory that treats the construction of UKF’s by parts. We first
consider the problem of estimating the mean of a non-linear transformation, which will

lead us to the definition of a o-representation.
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3. SIGMA-REPRESENTATIONS

In this chapter, we propose the first results of our systematization of the Unscented
Kalman filtering theory. We begin by considering diverse forms of estimating the
expected value of a transformed random vector (Section 3.1). One interesting way of
doing it is by creating an weighted set approximating the previous random vector; this
provides us with the necessary intuition to define the o-representations (Section 3.2).
Broadly, o-representations are weighted sets whose sample moments, up to a certain

order, are equal to the ones of a given random vector.

We develop some results related to this new concept that facilitates finding closed
forms for o-representations. We present closed forms for the minimum symmetric o-
representation in Section 3.3, and one closed form for the minimum (non-symmetric)
o-representation in Section 3.4. We are able to show that i) one of these closed forms
for the minimum symmetric o-representations is equivalent to the classic sigma set
of [2] (cf. Corollary 3.4), and ii) the closed form for the minimum o-representation (cf.

Theorem 3.2) is actually the only consistent of this class in the literature.

3.1 ESTIMATING A POSTERIOR EXPECTED VALUE

Given a random vector X € ®" with probability density function pdfy (z), many
problems; such as calculating the moments of a random variable, can be reduced to

the problem of finding the posterior expectation
E{f(X)} = [ [f(z)pdix(2)dz, (3.1)
Rn

for an appropriate function f : R” — R™. As a first attempt to solve this problem, we
could consider using numerical integration techniques. In the scalar case (n =n, = 1)
and if the function f is well approximated by a polynomial of order 2N — 1 for a
N € N, Gaussian quadrature methods give approximate solutions for (3.1) of the form

(see [78,99-102])
00 N
EUEO) = [ Fepdty(a)ds = Y uf (w), (32)
—00 i=1
where z1,...,xy € R" are samples of X, and wy,...,wy their associated (scalar)
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weights. For X being a standard scalar normal random variable, the solution is ob-
tained by the Gauss-Hermite Quadrature (GHQ) [67,78,99-101,103]. The multivariate

case can be obtained by first using a stochastic decoupling technique

X' = /Pex (x -X),

where X’ is a multivariate standard Gaussian random variable. Then, for
i T _
f(X):f( Prx X+X),

the GHQ is applied on the form [7§]

Ex {F(X} = | Jepdt(©)ds

z(wllex---xwlf(xl,...,x1)>
+(w2><w1---xwlf(xg,xl,...,xl))
—|—---+<w2><w2><---Xwgf(xg,...,xQ))
+(w3><w2-~~><w2f(:v3,x2...,x2))

+'--+<wa1 X WN_1 X - - - wa,lf(xN,l,...,:cN,l))
+ (wN X WN_1 X - wa_lf(a:N,...,a:N,xN_l))

+...+<wN><---Xwa(l’N,o--axN))

N
= Z Wi, X"'Xwinf(l'il,l'ig...,{ﬂin)
i1,in=1

and Ex{f(X)} is obtained from Ex.{ f(X’)}. An alternative to solving the multivariate
Gaussian case is to use the spherical curvature rule along with the Gaussian Quadrature
after performing a Cartesian-to-spherical coordinate transformation. In fact, consider
the Gaussian case pdf,(z) = exp(—22z7) and let z = by, with yTy =1, b € [0,00). In

this case, (3.1) becomes

E{f(X)} = /0 h S(B)6" " exp (—r?)db, (3.3)
S(p) = ; f(by)dd(y), (3.4)

where U, := {u € R"|uTu = 1} and ¢(e) is the spherical surface measure of U, [80];
equation (3.3) is called radial integral, and is solved by a Gaussian Quadrature rule [80];

and (3.4) is called spherical integral, and is solved by the spherical cubature rule.

Instead of using a quadrature solution, one can obtain a suboptimal solution by
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approximating the function f. For instance, one can use linearization or higher-order

polynomial approximations of the kind [104]
flx) ~ Z a;x’".
In this case, (3.1) would be approximated by
E{f(X)} = Zai - Z'pdfy (2)dz.

Well-known methods are the trapezoidal rule, Simpson’s Rule, the Newton-Cotes For-

mulas, the Clenshaw-Curtis Integration, among others [104].

Another alternative for obtaining (3.1) is by approximating pdfy(x). We can clas-
sify this type of suboptimal approximation into two categories, namely Monte Carlo
methods [73-77,105] and sigma-point methods [67,103]. Monte Carlo (MC) methods
consist of taking a very large quantity of samples x; of X (the method gets more ac-
curate as the number of samples N — +00) randomly [73,74,76,77]. Sigma point
methods, on the other hand, consist of analytically choosing finite N samples x; and
weights w; [67]. These approaches can be viewed as generalized—negative weights are
admitted—discrete approximations of pdfy(z). Figure 3.1 illustrates these different

methods of obtaining the posterior expected value.

There is some overlap in this type of classification, as well as other interpretations.
Some sigma-point formulas can be obtained from integration approaches [68,87,106].
For instance, [80] derives a particular case of the symmetric sigma-point set of [1] (Tab
2.1 [1,2]) using the spherical cubature quadrature; and [47] and [85] derive the fifth-
order sigma-point set (Tab 2.1 [4,2]) also by this quadrature rule [68]. It is worthwhile
to mention that the symmetric sigma-point set of [1] (Tab 2.1 [1,2]) can also be viewed

as a statistical linear regression technique [82].

In order to estimate the state of dynamical systems such as (2.1) and (2.2), these
techniques for expected value calculation can be used in recursive filters. For instance,
GHQ yields the GHF [78] when applied in a KF framework; the cubature spherical rule
yields the CKF [80,81]; the Central Difference technique, the CDF [78]; the linearization
and the second order approximation of the functions yield the EKF and the SOEKF,
respectively; different UT’s yield different forms of the UKF; Stirling’s interpolation
formula yields the Divided Difference Filter (DDF) [79]; and the Monte Carlo methods
yield SMCEF’s (e.g. PF’s [73-76]) or MCMCEF’s [77].

The DDF and the CDF are considered to be “essentially identical” [67]. The CKF
is a particular case of the derivations in [47] and [85], where the CKF is also showed
to be equivalent to the UKF of [2] (Tab 2.3 [1,*]) by making the central weight equal
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to zero [59,60].

The UKF of [2] is showed to be a particular case of the GHF in the scalar case (n =
n, = 1) [78]. In fact, consider a scalar standard normal random variable X ~ N (0, 1).
Both a GHQ approach of order N = 3 and a sigma set of [2] with k =2 and n = 1
would yield the set with sigma points (cf. [78])

[X15 X2, X3] = [—\/g, 0, \/g} ;

and weights
1 2

W, = Wy = —, Wy = —.

6 3

However, for larger lengths of the state vector, this equivalence does not hold. The
GHF is O(N™), while the UKF of [2] is O(n?) [78,85,103]. In fact, for X ~ ([0]ax1, I2),

the Gauss-Hermite set would be composed by the sigma points

B (v o vB 3
(X1, 5 Xa] = = [Xo, s X6] = V3 V3 V30 )

X5 = [0]ax1;
and weights
% o 1=1379;
wi=43 ,i=24,68;
s »i=5

while the sigma set of [2] (Tab 2.1 [1,1]) for £ = 2 and n = 2 would be composed by
the points and weights

020 -2 0 |
002 0 —21

[X05 - Xa] = [

and weights

1 1

Wo =5, Wi=..=wWi= o
In order to properly construct the systematization of the UKF filtering theory, we
propose definitions of three fundamental mathematical elements: (i) the sigma (o)-
representation; (ii) the Unscented Transformation; and (iii) the recursive filters. The
first is an approximation of a pdf by a set of weighted points. The second is an
approximation of the joint pdf of two random variables by two sets of weighted points,

where one is a function of the other. The third consists of solutions to the stochastic
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filtering problems applying the UT in a recursive manner.

3.2 SIGMA-REPRESENTATION

The o-representations (cR’s) are approximations of a random variable’s pdf by a
set of weighted points via moment matching. We say that a set is an [th order oR
if the central moments of its samples are equal to the central moments of the chosen

random variable up to, and including, order /.

The notation M% stands for the jth central moment of X € ®", and is defined as

ef[(e-x) (x - %)
l(x-x)(x-x)

Definition 3.1 (o-Representation). Let

1 .
for even j,

j—1
® 2

Mg( =

®<X>—X)} for odd j.

>N w? [(Xz - MX) (Xi - HX)T}@% for even j, and

i | 1. (3.5)
> wd? [(Xz - 'ux) (Xi B 'MX)

e forodd

be the jth sample central moment of
X = {x, wZ(l), . ,w§”|xz- e R™, wf”, . ,wgl) c R} ,;

let the sample mean of x be
N
1
Hy = sz( X
i=1

and consider the random variable X ~ (X, M%, ..., M%)". Then Y is an [th order N
points o-representation (IthNoR) of X if

w? £0, i=1,...,Nandj=1,...,1; (3.6)
= X; (3.7)
M/, =M, j=23,...,1L (3.8)

We define also the function
oR (X, M%,..., My) :=x (3.9)
mapping the statistics (X, M%,..., M%) of X into an [thNoR x of X.
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Moreover, assume x is an [thNo R of X, then:

e Y\ is normalized if

iwgﬂ:l, i=1,2,...,1 (3.10)
i=1
e Y is homogeneous if:
ng):wfgj), 1<i< N -1, forodd N; or (3.11)
ng) :ng), 1 <7< N, foreven N. (3.12)

e X is symmetric (respective to xn)—if x is symmetric respective to other x;, we

can rearrange the indices of the sigma points and weights—if:

N -1

, for odd N; or
(3.13)

, foreven N. (3.14)

Xi =X =~ (X — ) and wf? =wly 1< <

_ - _ _ G _ ., .
Xi — XN = (XH% XN) and w, = w, 1< <

The case | = 2 is of particular interest, since the majority of works in Unscented
literature focus on second order moment matching [1,2,7,16,21,39,40,42,44-46,67,107).
This is mainly motivated by three facts. First, these are usually the estimated statistics
within a stochastic filter. Second, they fully describe a Gaussian distribution [103].
Third, the mean is the point estimate with the least mean squared error. Thus, when
calling an [thNoR of X, the reference to the /th order can be omitted if [ = 2. Also,
the reference to N point and/or to X can be omitted in case they are obvious from
the context or irrelevant for a given statement. Note that the Reduced set of [45], the
Spherical simplex set of [46] and the Minimum set of [83] are not o-R’s (cf. Section
2.5).

The next theorem provides conditions for a given weighted set to be an [thNoR in
a matrix form; this matrix result states the ground to develop some new results in the

Unscented research field.

Theorem 3.1. A random vector X ~ (X, M%, ..., M')" admits a normalized IthNoR
if and only if there exists a matriz E € R™N and the matrices W) .= diag (w(j)), for

j=2,3,...,1, where w9 := [w%j), . ,w%)]T, satisfying:
e for even l, the following equations:
®3 @3] o) [ 23 e" _ 1
E*l ""7E*N W E*l 7"'7E*N :Mx, j:2,4,,l, (315)
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ES® L EST | WO ES T ENT | =ML, j=1,3,...,1—1; (3.16)
Ew = 0; 3.17)
[ixnyw? =1, j=1,2,...,1L (3.18)

e for odd [, the following equations:

EE BRI (WO RS EST | =ML, =13, (3.19)
j J ) J 1T ,

ES: LESI\ WO ES: L ESZ| =ML, j=24,...,1—1;  (3.20)

EwV =0, (3.21)

[ixnyw® =1, j=1,2,...,1 (3.22)

If (3.15)-(3.18) or (3.19)-(3.22) admits a solution (E,w™ W .. W®) then a nor-
malized thNoR of X 1is {Xi,wgl), ...,w(l) N | such that

1

(X1, XN]| = E+ [X}

IXN
Proof. Define

E = |:X1 - ,ux7 <y XN — :uX:| :
So, from (3.5), for even j and [, we have that

1T ®1 i
= E*l 7"'7E>|<N

which proves (3.15). Equations (3.16), (3.19) and (3.20) can be proven similarly; and
the proofs of (3.17), (3.18), (3.21) and (3.22) are trivial. O

The next corollary uses Theorem 3.1 to obtain two novel results: the minimum
amount of o-points for both the symmetric and the non-symmetric case when Py x > 0.
Note that the literature’s result stating that the minimum number is n+1 for Pxx > 0
[1,45,46] is a particular case of Corollary 3.1 [rank(A) stands for the rank of a matrix
Al.

Corollary 3.1 (Minimum number of sigma points). Let x := {x;, wgl), o ,wl@}fil be
an IthNoR of X € ®", and X have covariance Pxx with rank{Pxx} =1 <n. Then

1. N>r+1. If N=r+1, then x is called a minimum [thNoR of X.
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2. If x is symmetric, then N > 2r. In this case, if N = 2r, then x is called a

minimum symmetric [thNoR of X.

Proof. To prove assertion 1, consider, first, £ € R™" and the singular value decom-

position of Pxx,
PXX - USVT,

where

S = diag ([al, ., Ay, [0](n,r)X1]T) :

and aq, ..., a, are the singular values of Pxx. Assume, for contradiction,

rank{E'} < r.
Then there exists
T
V= [U%—‘, [O]lX(n—T)] T

v, € R", v # 0, such that vIE = 0. Then, from (3.15),

U U,
Us Uy

EW@OET = SVT o 0TU8, =0 <ol =0,

which is a contradiction. Therefore, rank{E} > r.

Second, suppose N = rank{F}. Then, F is full column rank and, from (3.17),

w® = 0, which is a contradiction for, from Definition 3.1, w™ #£ 0. So
N >rank{E}+1>r+1.
To prove assertion 2, let y be symmetric. Then
E = [Ey, B
where Ey € R™ 2. So (min{a, b} stands for the minimum between a and b)

N
r < rank{E} = rank {[F2, —F>s]} = min {n, 2} & N > 2r.

]

(1) MY '
Corollary 3.2. Let x = {Xi,w R 13 }471 be a normalized IthNoR of X ~

i 7

(X, M%,...,MY)" and consider the random variable

7 = AX +0,

29



A e R"™™ beR"™ Then, the set
N
¢= {6l w6 = Axi b}
is a normalized IthNoR of Z. In particular, we have

and
Yo = APxx AT = Pyy.

Proof. The sample mean of ( is

N N
Mg i = sz(l)@ = sz(l) (Axi +b) = Z.
i=1 =1

The jth sample central moment of ¢, for j = 2,4,...,1 (I even) is, from (3.5),

, N Z
M = ;wﬁ) {(Q - H() (Cz' - Mg)Tr@
S u? [(Axi+b— AX = b) ()]

The odd j case can be similarly proven. O]

The result used by [1,37,40] and others that a sigma set y = {x;, w;}X., approxi-

mating a random variable X ~ (X, Pxx)" can be obtained by the transformation
G =/ Pxxxi+ X,

where ¢ = {¢, w;}Y, is a sigma set of a random variable with mean [0],x; and covari-

ance [, is a particular case of Corollary 3.2.

With Theorem 3.1, and Corollaries 3.1 and 3.2, new results regarding characteristics
of general oR’s were developed. In the next two sections, particular oR’s are focused
on; following Corollary 3.1, closed forms of both a minimum symmetric {thNoR and a
minimum [th/NoR are introduced—minimum symmetric one is presented first because

it will result in the classical sigma set of [2] (cf. Corollary 3.4).
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3.3 MINIMUM SYMMETRIC SIGMA-REPRESENTATION

Let x = {x;, w™, w$}?", be an oR of X ~ (X, Pxx)", Pxx > 0. Considering the

equations of Theorem 3.1, suppose Y is minimum symmetric. Then, we have
E= [E —E} ,

where E € R"*". Define
W = diag (wy, ...,w;) > 0.

n

1 1
\/2 XX \/2 XX

E = (\/ﬁ)_l Pxx.

Then, from (3.15), it follows that

T

VIV, ~EVIV] [o]" =

o

Clearly, a sufficient condition is

Since (3.21) is satisfied for all symmetric oR’s, a closed form for this case is obtained.

The next corollary formalizes it.

Corollary 3.3 (Minimum Symmetric oR). Consider a symmetric random vector X ~
(X,PX)()” with Pxx > 0. For
W= diag (v, ...,ws) >0, w™ #0,

n K3

a minimum symmetric oR of X is the set x = {x;, w™, w¢}?", with the sigma points

X1 Xont1] = [(\/ﬁ)l\/a, —(\/W)il ﬁ]

In addition, if

given by

2n 2n

ngn:wa: 1,

i=1 =1

then x is a normalized. Moreover, if

and

then x = {xi, w;}7", is a (normalized) homogeneous minimum symmetric o -representation

of X.
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If an extra point located on X is added to this oR, then neither the sample mean,
nor the sample covariance will be modified; and this extra point’s weight can act as
a tuning parameter; an user can choose the value of this weight to achieve a desired

property for the oR, e.g. a specific value for the sample moment of degree 3.

Corollary 3.4 ((Odd) Minimum Symmetric o-representation). Consider a symmetric
random vector X ~ (X, Pxx)" with Pxx > 0. For

) >0, wr#0,

n

W .= diag (w{, ..., w

a minimum symmetric o R of X is the set x = {x;, wl", wf}?;‘fl with the sigma points

given by
(X1 Xon1] = [(W)l @ ;T (\/ﬁ)il VPxx [O]nxl} + [X]IX(%H)-

In addition, if
2n+1 2n—+1

Z w;" = Z wi =1,
i=1 i=1

then x is a normalized (MiSyoR)). Moreover, if
W = I — wan1 I
2n
and

w; i =w =ws, t=1,....2n+1

then x = {xi, wi}2*f* is a (normalized) homogeneous (odd) minimum symmetric o-
representation (HoMiSyoR) of X; the HoMiSyoR is equivalent to the symmetric sigma

set of [1] (Tab 2.1 [1,2]).

Corollaries 3.3 and 3.4 present the even and odd oR’s with the least amount of
symmetric sigma points. The classical symmetric sigma sets of [1,2] (Table 2.1), which
have been presented in the literature without formal justification, are rewritten forms
of the homogeneous cases of these corollaries. In fact, heretofore, it was not known

that these sigma sets are composed by the smallest amount of symmetric sigma points.

Regarding the choice of the tuning parameter, a couple of results have already been
proposed in the literature. The authors in [108] provide an off-line way of computing
it by maximizing the likelihood function with a training set of data. In [59], an on-
line method of computing the tuning parameter by means of maximizing a Gaussian

approximation of the likelihood function is proposed.
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3.4 MINIMUM SIGMA-REPRESENTATION

As shown in [57], the n + 1 sigma sets found in the literature, [45] and [46], present
some problems; the set of [45] has a numerical instability problem (see [46]), and both
the sets of [45] and [46] do not have the properties of matching the mean and the
covariance of the prior random variable (see Section 2.5). In response, we proposed
in [57] a new sigma set composed by the minor quantity of points that proved to hold
these two properties—therefore it is a 2nd order oR (cf. Definition 3.1). For easy

reference, this set is presented in the following.

Consider the random variable X € R™ with mean X and covariance Pyx > 0 and
the non-linear mapping f : R™ +— R™ differentiable up, at least, to the second order
defining the random variable Y by Y := f(X). Then the oR of [57] x = {xu, w;}!] is
given by the following equations, for 0 < w,+; < 1 (Tab 2.1 [3,2]):

1 —wpq
= — .2
P (3.23)

C = m; (3.24)

W .= diag (w1, ..., w,); (3.25)
w; = (wn+1p20_1 1], ., (CT)_I)“, Vi=1,...,n; (3.26)

X0, Xn] = [ VPxxC <\/W)_1, _\/PXX\[;% } + {X}MH- (3.27)

This set will be called the Rho Minimum oR (RhoMioR). If X is non symmetrical,
then the RhoMioR requires less computational effort than the symmetric sets of [2], [1]
and [41] while keeping the same estimate quality.

The Rho Minimum o¢R has, nevertheless, the limitation that its tuning parameter,
Wyy1, has only one degree of freedom which can be limiting if one wants to achieve

some additional properties. For instance, consider a random variable

N (0,1
x=|" |~ 2( )
) x* (1)
where x?(a) is the chi-square distribution with distribution parameter a. The mean

and the covariance of X are

X:{?]:ZS{X}:[O] (3.28)
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and

Pyx ::5{(X—X) (X—X)T}:[(l) g]; (3.29)

and the main third central moments are
M = E{(m - 1)’} =0, (3.30)

and
ME, = E{ (22— 1)’} = 8. (3.31)

If x is the oR of [57], then, from (3.23)-(3.27), the sample mean and covariance of x

e | R | T wixia || 0| eas) %
/"Lx - T Z Wi Xi = n+1 - 1 = y
Fry2 i=1 Doy WiXi2

are

and

ntl 1 0| 329
Exx::ZwiXi:{o 2] =" Pxx;
i=1

and its main third central moments are given by

2
3 .
My =D w; (Xm' - :U’X,j) , J=12 (3.32)
=0
Now it is easy to see that w,; can not be chosen such that
M2, = M] and M2, = M,

are both satisfied since we have two equations and only one free parameter (w,1).
However, Theorem 3.2 can lead us to a more general minimum oR that is able to fulfill
this kind of property that the Rho Minimum oR fails to. We first present a heuristic
for finding this oR, followed by a formal and more general minimum oR in Theorem
3.2. At the end of this section, Corollary 3.5 shows that this minimum oR has the

minimum set of [57] as a particular case.

For Pxx > 0, least amount of (non-symmetric) sigma points is n + 1 (¢f Theorem
3.1). Let x = {xi, w;}*7}' be a minimum oR of X ~ (X, Pxx)", Pxx > 0. Considering

the equations of Theorem 3.1, suppose x is minimum. Then,
E =[E, ¢,
where £ € R™" and e € R". Define

_ T
w = [wy, ..., w)
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and

W .= diag (w1, ..., w,) > 0.
Then, from (3.15),
e= —w;ilﬁw.

Substituting it on (3.17), it follows that

PXX = EWET + ’w;}rlEU_}’u_)TET

— W (£ +v0") (E\/W)T (3.33)

where
1 —
o T2 AT
vi=w,’V Ww.

Then it is easy to see that

N[

W

N

E = \/PXx([n—f—U’lJT)_

is a sufficient condition for (3.33). Moreover, from (3.17), it follows that

1
Wp+1 = 1+ 2?21 /Ui2 .

The oR of this heuristic approach is more general than then the RhoMioR (cf.
Corollary 3.5 further ahead). The following theorem formalizes this heuristic approach
with an even more general closed form of the minimum oR (without the w; > 0

restriction).

Theorem 3.2 (Minimum oR). Consider a random vector X ~ (X, Pxx)™ with Pxx >
0. Then, for

vi=[vg, .., 0] €ER™ vy £ 0;
_ T
W= [wy, .., wy]|

W = diag (wy, ..., w,) > 0,

the set x = {xs, w; }12 with

1

iy (Jwi| + )’
1

W = JWpv, (3.35)
7 (3.36)

(3.34)

Wp+1 =

W

FE :=/Pxx (sign (W) + U’UT)_E ‘W

N
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e:=———FEw, (3.37)
Wn41

Xt xn1] = [Bre] + [X] (3.38)

1x(n+1) )
is an MiocR of X. Besides, x is normalized if
n+1

=1

Proof. Define

T
w = [wy,..., wyt1]" ;

then, from Theorem 3.1, the set x = {x;, wi}i]\il is a 2ndNoR of X if, and only if,

EWET = Pyxy,
Ew =0,
which, for
E = [ E e } ,
_ T
W= [wy, .., wy]

W = diag(ws, ..., wy);

can be written as

EWET + wn+1eeT = PX)(, (339)
B+ wpye =0, (3.40)
Note that

since, otherwise, w; = 0 would imply a oR of N = n sigma points. From (3.40), e can

be written as |
Ew, (3.42)

e = —
Wn+1

proving (3.37). Substituting (3.42) into (3.39), we have that

Pxx = EWE" + Euww'ET

Wn41

wa> ET. (3.43)

:E<W+

Wn+1
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From (3.41), W is invertible. As W is symmetric, we can write it in the following way

W= W] s | (3.44)

where

. <

S := diag (sign (wy), ..., sign (w,)) € R™".

In this case, (3.43) can be written as

Pxx=F <W + wa> ET
Wn+1
]W : \W : ww” [ 2 T
wn+1
:P(S+v#)Fﬂ (3.45)
where
F = Emﬁ (3.46)
‘W g
V= (3.47)

v/ Wn+1

proving (3.35). Note that I is invertible because £ and ‘W * are. From (3.45) and by

the fact that, by assumption, Pxy is invertible (Pxx > 0), we can write

_1 _1 \T
1&@%5+mﬂ(&&@ 7

and a sufficient condition is

F=Ph(S+u”) ", (3.48)

From (3.46),

NI

(3.48)

‘W%—F

PXX (S + UUT>

_1
2
)

N

(:)E:P)?X (S+UUT>_ 1474

proving (3.36). From (3.47)
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sign (w) /Jun]

1 .
- ; . (3.49)

sign (wy,) 1/ |wy|

From (3.41), we must have
V; 7£ 0.

Therefore, by choosing v = [vy,...,v,|T € R™ with v; # 0 for i = 1,...,n, then w; is
such that, from (3.49),

\/wlTﬂsign (wi) \/|wi] =
>l -
& |w;| = Wy 4102
Summing from i =1 to ¢ = n:
1
Wp41 =

ie (lwil +07)’

proving (3.34). From Theorem 3.1, we have that

(X1, xn] = B+ [X]ixn
- [E’ 6} + [X]lx(nJrl)

proving (3.38) and completing the prove. ]

Corollary 3.5 (Minimum oR with positive weights). If w; > 0, then the normalized
Mio R of Theorem 3.2 becomes

1
Wyey = M’ (3.50)
W = Wpt1 [Uf; ---aUﬂT7 (3:51)
_ Pxx -3 .. -
E = o (I —i—va) diag(v)~*, (3.52)
. _wanEw, (3.53)
[X15 e Xns1) = [E’ 6} + {X]u(nﬂ)'

Moreover, if

w; >0 and v=aC 1]«

then x is the minimum o R of [57] (Tab 2.1 [3,2]).
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The parameter vector v is a tuning parameter with n degrees of freedom (v;,
i = 1,...,n) and has the only restriction of not containing a zero element and can,
therefore, also have negative values. v can be chosen according to a specific design.
For instance, consider the problem of choosing it in order to match the mean, the

covariance and the main third central moments of a real random variable X with mean

X =£{X}=[0]

nx1?

covariance

Pxx =& {XXT} =1,

and jth main third central moments

M3 =& {xi’} =b.

Tj

In other words, we want to find a value for v € R™ for the minimum ¢ R of Theorem
3.2 such that

My s = Zwin' = X,
i=0
Sy = S gwixixy = Pxx,

n
3 .
My, = wi(x) =M, j=1,...n
=0

For simplicity, suppose v = 3[1] !, then, from (3.50)-(3.53), the weights are

nx1l 7

1
T nB3?’
52
SR U1 (3.54)

and, for
ni=4/1+np, (3.55)
the sigma points are

N|=

Woers 2(14 8,0 } .
(3.56)

The properties of matching the mean and the covariance are already proved by Theorem

[ X155 Xnl } = { -np <]+52 [1]nm)

3.2. In order to achieve the property of matching the main third central moments,

!The most general case of v having n degrees of freedom is given after this example.
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Table 3.1: Values of § for which p, = [0] Yy = In and M ; = 0.

nx1’

n 1 2 3 4 5
B+l V2 £V xS 1 (3+5)

_1
2

assume that (I + (2 [anl)
be shown that

is of the form I, + a[1], for some ¢ € R. Then it can

and, from (3.56), we have

{ X1, 5 Xn+l } = [ =B +nFn) [, % (mﬂni (1=n) [HM) ] . (3.57)

The jth third central moment of the set of sigma points is, from (3.54), (3.56), and
(3.57):

n+1 _341+ d_l_ + (1 — 3:|: (1 — 3
Mi,j:;wi(x,»,iﬁ: n°fY (1+nFn) (nnnwsﬁ )+ (n—1)( n)‘

In order to satisfy Mf’(’j = M? =1, B should be a solution of

Zj

=B (L F )’ + (£ (L—n) £ (n—1)(L—n)° —bfn’* = 0. (3.58)

Therefore any real value of 5 # 0, including negative values, satisfying (3.58) will
make the set of sigma points have the same principal third moments of X. Particularly,

for b = 0 and using (3.55) it follows that we can choose

f= by T

n

where 7 is any real solution of

n? = (=1~ (n—=1)|n-3n-1>=3(mn-1)—2n=0. (3.59)

Table 3.1 shows some possible values of 3 calculated from (3.59) such that p, =

[0],11> S = Lo and M2 = 0.

nx1’

By using v with more than one degree of freedom, one can set the new minimum
sigma set to achieve some properties in cases where each element of a random vector
X has a different distribution. For instance, consider the case of matching the third

central moments of a random variable
T
X~ N1, 2]
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The sigma set of [57] is unable to attain this property [see (3.32) and the comments
following it] whilst the sigma set of Theorem 3.2 is able. Indeed, if v = [vy, v,]" Where

vy = 1, vy is a real root of the polynomial
f (v1,v2) = v + 403 + 8vy — 4
(e.g. vy = 0.4494), and (I,, + vvT)¥? is the lower triangular Cholesky factor, then

3 3
MX71 - 0 - Mml’
and

Mi72 — 8 — M?{Q.

This example shows one of the benefits comparative to the sigma set of [57], which
is of having the tuning parameter v with n degrees of freedom while the one of the
sigma set of [57], the scalar w, 1, has only one. This fact gives the new sigma set the
possibility of achieving some properties in cases where the sigma set of [57] fails to
do so. Besides the sigma set of Theorem 3.2 is a generalization of this other set (cf.
Corollary 3.5).

In comparison to the symmetric sigma sets, such as the ones of [2], [1] and [41], the
new sigma set will be the preferred choice when the prior distribution is not symmetric
because all of these sets offer the same estimate quality (moments are matched up
to the second order), but the symmetric sets require more computational effort. For
the symmetric prior distribution case, the designer has a trade-off choice involving
computational effort and precision. The new sigma set requires less computational

effort, but offers less precision.

Comparing with the sigma sets of [45], [46], and [83], the one of Theorem 3.2 bares
the advantage of matching both the mean and the covariance of the prior random
variable even for values of n greater then one (see Section 2.5). Besides, the sigma set
of [45] has a numerical instability problem for high values of n [46], which is another
disadvantage of this sigma set in comparison to the new sigma set. It should be noted
that the new minimum sigma set is neither a particular case nor a generalization of
the sigma sets of [45], [46], and [83].

Note that the oR from Theorem 3.2 is currently the only consistent oR constituted
of less than 2n points, given that the set of [57] is a particular case (cf. Corollary
3.5) and, to the best of our knowledge, the other reduced sets dot not fit Definition
3.1—they do not match the mean and/or the covariance of the prior distribution (see
Section 2.5). Numerical simulations comparing all the sigma sets constituted of less

than 2n points are given in Section 4.4 because these results are more illustrative when
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analyzed along with the results of their UT’s.

Finally, due to the restriction v; # 0, x cannot have a sigma point equal to X and,
therefore, from Theorem 2.1, the SUT of [44] cannot be applied to the MioR. For a
similar reason, one cannot also obtain a scaled version of the Rho Minimum ¢R with
the SUT of [44] (See Section 2.6.1). We will show that our definition for the Scaled

Unscented Transformation can be used for these oR’s (Section 4.2).

3.5 CONCLUSIONS REGARDING c-REPRESENTATIONS

Motivated by the problem of estimating the expected value of a transformed random
vector (Section 3.1), we proposed the [th order N points o-representation (IthNoR,
Definition 3.1); essentially, a set x is an [thNoR of a random vector X if the sample
moments of x (of order 1 to ) are equal to the moments of X—a [thNoR can also be

seen as the mapping X (or its moments) to a set y with these properties.

By proposing a matrix form of the [thNoR’s (Theorem 3.1), we discovered some

key properties of these representations, to know:

1. the minimum number of sigma points of an IthNoR (Corollary 3.1);
2. the minimum number of sigma points of an symmetric thNoR (Corollary 3.1);

3. the form of the IthNoR of a the random vector Z = aX + b when the [thNoR
of X is known (Corollary 3.2); with this, the {thNoR of a random vector Z with
mean Z e moments M, ..., M; can be found by first calculating the [thNo R
of a (simpler) random vector X; e.g. X with mean equal to zero , and (even)

moments equal to identity matrices.

Lead by the results 1. and 2., we found closed forms of some [thNoR, namely 1)
closed forms for the minimum symmetric 2thNoR’s (Section 3.3), and ii) a closed form
for the minimum 2th/NoR (Section 3.4).

One of the closed forms of the minimum symmetric 2thNoR’s (the Homogeneous
Minimum Symmetric R, Corollary 3.4) is equivalent to the classical symmetric sigma
sets of [1,2] (Table 2.1); therefore, with this we show the reasons behind these sigma
sets which, until now, was based only on intuitive ideas. In fact, heretofore, it was not
even known that these sigma sets are composed by the smallest amount of symmetric

sigma points.

As for the closed form for the minimum 2thNoR (Theorem 3.2), it turned out to
be the only existing consistent minimum 2thNoR; we showed that this 2thNoR is a
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general case of the only consistent minimum 2thNoR of the literature (Corollary 3.5).

The initial motivational problem of estimating the expected value of a transformed
random vector still persists. A solution to this problem is actually given by the Un-

scented Transformations.

73



4: « UNSCENTED
TRANSFORMATIONS

The concept of an UT follows naturally from the one of o-representations. The o-
representation’s goal is to approximate a random vector, while the UT’s goal is to

approximate a transformed random vector.

There are many ways to approximate a transformed random vector. An UT, par-
ticularly, does it by using a o-representation of the previous random vector. Therefore,
we can say that the approximation of an UT is based on matching the moments of
an random vector—recall that a o-representation is defined as being a weighted set

matching the moments, up to a certain order, of a given random vector.

Even though definitions for the UT already exist in the literature, in Chapter 2 we
showed that they present some drawbacks. Therefore, in Chapter 4, we present a new
definition of the UT (Definition 4.1). Among other advantages comparative with the
UT’s for the literature, our UT is more general; it is defined for any order [ (the order
of the used IthNoR), while as far as our knowledge goes, the higher UT’s order of the
literature is 5 (the UT of [47]).

Based on Taylor Series expansions, we provide the estimation quality of an lth order
UT (Theorem 4.1)—recall, from Chapter 2, that there were some errors in the UT’s
estimation quality, and that some UT’s elements’ estimation accuracy, such as the

cross-covariances’, were not yet determined.

Further, we propose new definitions for i) the scaled UT variants in Section 4.2,
and ii) for the square-root UT variants in Section 4.3—recall, from Chapter 2, that
also all these UT variants need to be corrected in some way. We are able to show
that our definitions of scaled UT’s and square-root UT are particular cases of our UT
definition in Section 4.1. With this result, the properties already developed for the UT
are naturally extended to the scaled and square-root variants. Moreover, we present
an analysis of the influence of the scaling parameter on the estimation quality of the

scaled UT variants, and introduce a scaled square-root UT variant.

In Section 4.4, some properties of the UT’s developed in this chapter are verified in

numerical simulations.
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4.1 UNSCENTED TRANSFORMATION

In this section, a new definition for the Unscented Transformation is proposed. In
general terms, an UT consists of two sets of weighted points (the sigma points) ap-
proximating the joint pdf of two random vectors in the case where there is a functional

dependence between them.

For the remaining of this chapter, consider, for a natural number [ > 2, the random

vectors

X~ (X, MR, M)

and
Y = f(X) € o™,

For i) the vectors A" such that

A€ {X1, ooy XNy V15 -y YN},  foreach n=1,2,....1;

and ii) the sets

and

ml

define a) the sample means by

:ux = wamX)Xla

Mg( _ lel myg XJ) [(Xz 'ux) (O)T:|®% : (4 2)
MY = lef‘““ """ o) @1 (43)



. N () ) i/2 " -
My =30l @ [0 = i) (7~ )] (4.4)
i=1 q=1

and c) the sample central moments for odd j by

7o (-, (4.5)

AL

W ::;wi(mil ,,,,, 2) (= 1,) (O)T}®% & (y—m), (4.6)

M =

@ (N — ). (A7)
Definition 4.1 (Unscented Transformation). Consider equations (4.1)-(4.7). If
py =X,
and
M/ =M, j=2,..1

then the lth order Unscented Transformation (IUT) is defined by
[uT <f7 X7 M)2(7 ) Mg{) = [M’W Miv ) Mfw Mil..)\% ) Ml)\l.../\l} :

Remark 4.1. Every IthNoR is a set x of an [UT.

This form of defining the [UT as a function mapping (f, X, Px x) to the transformed
sample mean and covariances can also be used in Monte Carlo and quadrature methods.
Moreover, one should notice that negative weights can lead to negative values of the

sample moments.

Broadly, an [UT can be viewed as a mapping from 2 random vectors X and Y with
a functional dependence [Y = f(X)] to 2 sets (composed of weighted points) y and 7
acting as a discrete approximation of the joint pdf of (X,Y’). For instance, a 2UT can

be viewed as the following approximation (this interpretation is inspired on [52])

X\ X\ [ N IV
Y Y ey IR Y
The next theorem states the approximation quality for the Y’s. The notation Y'*!
stands for the Taylor Series of Y = f(X) around X = ¢ truncated at the Ith order.

Theorem 4.1 (Unscented Transformation’s estimation quality). Consider Definition
4.1 and let x be a normalized IthNoR of X. If
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(TN X;
i. MI, = M¥ forj=2,..,1;

1. and [ is [th differentiable;

then:

1. ,U'[YMX’I] _ ?[X,l} ;

2 B B 15y cen

E[uw(l 1)/2] ng/’(l_l)ﬂ] if 1 is odd;

3. sttt i

Proof. Suppose p, = X and MF = M%, Vp =2,...,1 and that f is [th differentiable.

The first assertion is proven by!

n 2
gl 1 > >’f (x)
p =1 (“><> 2121222: ) (MX)WQ a9z | _ Tt
T=Hx
[RRY 1 d'f (x) (X 1]
iy Z—l (Mx)ih(h*i?,*m*il) Oz, ggl)| e
U1 yeeeyl]=— 1._'“)(
In order to prove the second assertion, note that
(1/2,14] 2 1/2
E x @Z’Y’Y_F."—i_@z’}”}”
where
q —
@Zvv -
q—1 1 n » '
— Mq J _ Mq MJ
j=1 j'q' i, i(zq;j)_l (( X )i1,<i2*...*i<q+j>> ( X)il,(iz*...*iq) ( X)i(l/2+1)v(i(q+2)*---*i(q+j)))
i 1 (@)
Q) . dxlia) | ) ozlia+n)  gplicrn) p—
LYW o7 ()
8I(i(q+1))._'ax(i(q+j)) _— Oz, Oz ’q) .

1 n
+ @21 ((Miq)il,(ig*...*igq) B (M;I()il,(ig*...*iq) (Mi)z‘(q+1),(i(q+2>*...*z‘2q)>

ing=1

TRecall from Chapter 1.2 that (Mi)i1 i stand for the i;th row and isth column element of the

matrix Mi
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0'f (x) o1f" (x)

. . 4.8
Ox(1) .. Oz lia) =, oxliern)  9aplizg) p— (48)
For the third assertion, note that
- _
s =eh el
where
1L T ()
9 _ q+1 q+1
@Exv - I Z_1|:<MX )1,(1‘1*...*1}1)7 o (MX )n,(il*...*iq)] Oz . Oxlia) B
11,...,0g= T=py
The remaining steps can be proven similarly. O]

Note that the approximations of the posterior random variable of Theorem 4.1 are
not guaranteed for any function f (unlike the literature state; cf. [1]), but only for the
[th differentiable ones. This theorem is the first to provide the estimation quality of the
cross-covariance, which is of the order [ — 1 (item 3.). Thus for | = 2, the transformed
covariance is approximated up to order 1; this solves the problem in the Unscented’s

literature pointed out in Section 2.4.2.
Furthermore, according to Theorem 4.1, a sufficient condition for a second order
approximation of the transformed covariance is

[ =4,

since, from item 2 for even [,

S

this solves the problem in the Unscented’s literature pointed out in Section 2.4.1. In
order to verify this result, suppose p, = X and M}, = Mk, Vi = 2,...,4; then, from
(4.8),

%= 0L 4. +0% =2n=Py.

Moreover, consider X ~ N(0,x1, I,),

n

T
Y= f(X)= [a;i’,...,xﬂ ,
and suppose that p, = X and Mic = MY, Vi=2,..,6. Then,

3
sl OL +..+0% =15n= Pyy.
This result does not imply that the mean and covariance estimates of a 2UT are

78



equal to the ones obtained through linearization. We can point out two reasons. First,
for a 2UT,

whereas for linearization,

ol %,
e = Y

Second, even though both linearization and 2UT have

@lzw - @}DYY’
it happens that, from (4.8), ©3, and ©%, , are partially equal for a 2UT, but not for

linearization (03 = 0).

Finally, note that the estimation quality of the transformed statistics of the sigma
sets of [45] and [46] are not given by Theorem 4.1 (this is illustrated numerically in
Section 4.4). Since these sigma sets are not cR’s—they do not match the mean and/or
the covariance of the prior distribution (see Section 2.5)—, they do not compose a
2UT in the sense of Definition 4.1. This elucidates the problems in the UT’s literature

pointed out in Section 2.5.

4.2 SCALED UNSCENTED TRANSFORMATION

In this section, the Scaled Unscented Transformation (ScUT) is refined—we use the
acronym ScUT referring to our definition of the Scaled Unscented Transformation, and
SUT to the Scaled Unscented Transformation of [44] (second column of Table 2.2)—.
This new definition is based on the AuxUT of [44] (third column of Table 2.2), and is
less conservative than the SUT of [44]; this SUT can not be applied to any previous
sigma set (see Section 2.6), but the ScUT can.

Definitions similar to the SUT of [44] and the UT of [41] (Tab 2.1 [4,1]) are presented

at the end of this section as particular cases of the ScUT.

Unless otherwise specified, the term Scaled Unscented Transformation will hence-

forth refer to the following definition.

Definition 4.2 (Scaled Unscented Transformation). Consider, for o € (0, 1] and s €
(0, 1], the scaling function

fo+a(X—b)—[(b)

K

g(f, X,b,a, k) := + f(b), (4.9)
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and the sets

R m c ce\N
X = {Xi’wi y Wi, Wy 1=

and
N

v = {%,wzm,wfawicchi =g (f’ Xiy Hoyr & a2> }izl

with

N T
¥, = o? wa (%- - ,u7> (% — u7> )
=0 (4.10)

N T
oY, =« 2;0 wi® (i =) (=)

where X7 is the scaled sample covariance of v and X7 is the scaled sample cross
covariance of x and . If
oy =X

and

EXX = PXX7

then the Scaled Unscented Transformation (ScUT) is defined by

ScUT (£, X, Pxx, @) = [p,, 25, 5% | .

vy
Remark 4.2. Every 2thNoR is a set x of a ScUT.

Such a definition for the (scaled) cross-covariance of the ScUT cannot be found for
the scaled UT’s of the literature; this solves part of the problem in the UT literature
pointed out in Section 2.6.3. Crossing covariances are not treated in the SUT of [44]
nor in the AuxUT of [44]. In the UT of [41], the cross-covariance is defined differently

and restricted only to the symmetric set defined there (see Section 2.6.3).

In Sections 2.6.1 and 3.4, we showed that the SUT could not be used for the MicR
and for the RhoMioR, but here we provide an example showing that the ScUT can.

In fact, for

X ~ N([1]2><1 712)7

f(X):=XTX,
v=[1,1]7,
a=1073,
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and y defined as in Corollary 3.5, it follows that

2.37 0.63 0.00
0.63 2.37 0.00 |’

[x1 X2 Xg]Z{

and

The sample statistics for the set

v = {7, wilvi = f(xi)}

for a (non-scaled ) UT are

1, = 4.00,
3., = 8.00,
Sy = 2.00;

and for the set
é = {§17w1|£l = g(XZ',,LLX,Ck,CYZ, f>}

for the new SUT are

%2, = 8.00,
22, = 2.00.

This shows that the ScUT is suited for more sets of sigma points than the SUT, and
this solves the problem in the Unscented’s literature pointed out in Section 2.6.1. As
expected from Remark 4.2 and Theorem 4.1, the results of mean, covariance and cross-

covariance are the same for both the UT and the ScUT for this case.

In Sections 2.6.2 and 2.6.3, we showed that o modifies the second order terms of
both X7 and X%, . In order to check the influence of o in the covariances of the ScUT,
define @lz% and @lz% as the [th term of the Taylor Series of 37 and ¥

s Tespectively.

Then, we have

n 82f
=1 () + 2 (Mi)h,izaxwa(izm

i1,i9=1

T=py

3 0'f ()
=2 l
e () e G| o (1D

i1, =1 N
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@l a =
Yy
-1 [aj+l—2 n

Z il Z ((M;+j)i1,(i2*..‘*i(l+j)) - (Mi()il,(ig*...*il) (Mg(>i(l_H),(i(l+2)*...*i(l+j)))

j=1 11,004 5=1

'f (x)
“\ 9z oz

I f(x)
Ozt 9y ives) e

o f ()
r=pt 8x(iz+1)”_8x(il+y‘)

'f ()
y Oz(@) . Oxli)

_|_

T=[hy

a2l72 n
T AT le ((Mil)il,(m...*im) N (Mi()il,(ig*...*il) (M;)i(Hl),(i<l+2>*.‘.*igl))

0'f () 0'f" (x)
X . . .
dx() .. .9z () r=py oxlicn)  gptin)

: (4.12)

T=py

n

1 roofT (2)
N A I+1 I+1
@Zﬁv - Al Z {(MX )1,(1‘1*...*1‘1) T (MX )n,(il*...*il)] Ox) . .Oxliv)

Ty =1

T=[hy

(4.13)

The ScUT scales the terms of order 3 and higher for p., and of order 2 and higher

for X7 and X7 . However, if x is symmetric, then

Mi - [0]n><2n = @3; - [O]nxl

~

and a does not modify the second order of ¥} (cf. Section 2.6.3). The next theorem

gives the estimation quality of the ScUT.

Theorem 4.2 (ScUT’s estimation quality). Consider Definition 4.2 and let x be a
normalized o R of X. If:

(TN X;
1. EXX == PXX;'

1. and [ is 2nd order differentiable;

then:
1. i = yixa,
2 spi = Bl

3. ppoetl = plXu
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Furthermore, if X and x are symmetric, then

[ty +2] X2
Exvux = )[(Y]'

Proof. Suppose p, = X, Yy = Pxx and that f is a 2nd order differentiable function.

For the first assertion, we have that

=g () 4 3 (), T

ti1,d9=1 i1,02 m

_ylXa

T=Hy

which proves the first assertion. For the second assertion, we have that

alimd] _ o of (x) afT (2) ]
Yoy = le Eodis 50 | oa0 LB
For the third assertion, we have that
aluy,1 n T OfT (x) X1
EXL | = ; [(EXX>1,1' A (Exx)n,z} oz | - )[(Y ]

Hx

For the last assertion, note that X symmetric implies

M3 - [O]nx2n = @3 - [O]nxlu

X Pxy

and y symmetric implies

[]

Similar to the 2UT, the covariance of the transformed random variable is estimated
only up to first order. Theorem 4.2 gives, for the first time, the estimation quality of
the sample cross-covariance. These results showing 1) the degree of influence of the
scale parameter « [equations (4.11), (4.12) and (4.13)], and 2) the ScUT’s estimation
quality (Theorem 4.2) solve the problems in the UT’s literature pointed out in Sections

2.6.2 and 2.6.3. The next corollary states a new result.
Corollary 4.1. A ScUT with sets

m ,,.c , .cc N
{Xi7wi y Wi, Wy 151

and
N

{%,win,wf,wfcl’n =49 (f7 Xi?“x7a’a2) }izl
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is a 2UT with sets

m , ¢ , .cc N
i wis wi, w; i=1

and
{’71'7 wlma wia,c, wia’ccl’yi =9 (f7 Xiy Ky & (12)}
where
wi® = o*wf
and
w;" = aw®

are the weights to calculate the sample covariance and cross-covariance, respectively.

Because of the way these transformations were defined, every ScUT is a 2UT and,
therefore, every result obtained for the 2UT can also be applied to the ScUT. We
proceed by redefining the SUT of [44] and the UT of [41].

Definition 4.3 (Simplex Scaled Unscented Transformation). Let x := {x;, w;}¥, be
a normalized oR of X with x5 = X. Consider the sets, for a € (0, 1],

N

Vo=l = X +a(u— X))

and
N

v =y wily = f () Fis
where
why i =a twy +1—a %

2 _
w,=ao “w;, +=1,..,N—-1

Define the modified sample covariance and the modified sample cross-covariance of 7/,

respectively, as

N
o8 =Y wp (Y = ) ()T + (1= ) (Y = ) ()T
i=1

and v
ZX")’/ = ;w; (X; _ M)(/) (%/ . MW/)T.

Then the Simplex Scaled Unscented Transformation (SiScUT) is defined by

SiScUT (f, X, PX)(, Oé) = |:M,yl, E?;IC,MY/, Ex’v’} .
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Definition 4.4 (Symmetric Intrinsically-Scaled Unscented Transformation). Choose
a € (0,1] and x € R such that

Ni=a®(n+k)—n>-—n.

Let x = {x&w;}2"f" with wo,y1 = A/(n + A) be a normalized HoMiSyoR of X.

Consider the sets

where

Then the Symmetric Intrinsically-Scaled Unscented Transformation (SyInScUT) is de-
fined by
SyInScUT ( £, X, Pxx, a) = [M, IR zw} .

Corollary 4.2. If x := {xs, w;}Y, is a normalized o R of X with xy = X, then

’

SiScUT (f, X, Pxx, a) = ScUT (f,)?, Pxx, a) :
and if x == {xi, w;}" T is a normalized HoMiSyoR of XoR of X with xy = X, then
SyInScUT ( £, X, Pyx, a) = SiScUT ( £, X, Pyx, a) = ScUT ( £, X, Pyx, a) :
Proof. Let x and 7 be the sets of a ScUT (Definition 4.2) with w§® = wf = w!* = w;.

To prove first part, consider Definition 4.3. First, from (4.1),
N-1
=1 —wy) (1—a) 7+ Y (a7 2win]) + wvii
i=1

= (=) (1= a) b un] o+ 3wl
=1

N-1
(=™ oy + w0 ] o + 3 ]
=1
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N-1
= {1 —a 2+ wNa_z] Yy + D wi;
=1

N-1
YA N,
= WNYN T+ Z w;Y;

i=1
N
=D _wp;
i=1
= M'Y/
Second, from (4.10),
N-1

%= ol (= ny) (o) +a (1=a?) (h —n) (0)

i=1

Third, from (4.10),

a T
z%zzm@h%JW—w):&%

The remaining steps of the first part are trivial.

To prove the second part, consider Definition 4.4 and define the set

$={&,wilG = vy,

where

~ . 2 —2
Wapg1 : = Q@ “Wopy1 + 1 —a™%,

Wi =a 2w, i=1,..2n,
and note that, from Definition 4.3, the function
Y (f,X, PXX,Oé) = {M.s?z?e: E)@}
is a SiScUT. Then it can easily be proven that u., = g, X, = 3% and X\, =¥, [

The SUT of [44] is incorporated in the SiScUT (Definition 4.3) whith the difference
that now it states the restriction of having a point located in the mean (cf. Section
2.6.1) and defines the sample cross-covariance (cf. Section 2.6.2). Besides, with Corol-
lary 4.2, the SiScUT follows naturally as a particular case of the ScUT and, therefore,
we also have the estimation quality of Pyy and Pxy and the influence of o on the

estimate of Pxy (see Section 2.6). Definition 4.4 provides similar results for the UT
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of [41] which we now define as SyInScUT. Summing up, we provide unified and con-
sistent new definitions for all the scaled transformations. Besides, the results of this

section solve the problems in the Unscented literature pointed out in Section 2.6.

4.3 SQUARE-ROOT UNSCENTED TRANSFORMATION

In this section, we state the results for the Square-Root Unscented Transformation
(SRUT). As Section 2.7.3 pointed out, Definition 4.5 should be the first definition for
an SRUT.

The key idea of an SRUT is to map the square-root matrix of the previous covariance
directly (without squaring) to the square-root matrix of the posterior covariance. One

way of doing it for
Z% =Yy F ﬁﬁT
is by the function
cu : (Sj/“, S, ﬁ) > m, (4.14)
where, for a set v = {v;, w", w, w* iNzl with at least one positive weight w{ and one

negative, the subsets v, and ~v_ are defined by

Ny N
.« — . m C cc — . m C cc C
Y+ -—-{7«+J+>’UR+J+>»“%+J+)>“%+J+)}j+:1-—>{7%au% s wiwilwi > 042,
N_

m c cc m ,.c , .ccl,,.cC N
V- = {’y(—,jfﬁw(—,j_)aw(—,j_)aw(—,j_)}];:l = {7, wi", wi, wilwy <0},

the matrices ST and ST by

Sy = [\/ Wiy <V(+71) - “’y) s Wiy (’V(+7N+) - /Lv)} g (4.15)
S = [Iwe )l (vew =) lwi )l (e = )] (4.16)

and /X7, is calculated by the following algorithm:

1. D = tria ([Sj, \/ﬂ) ;
2. If N_ >0, /X3, = cdown {A, S,Y_}; else, /X3, = D.

In this way, \/27% can be obtained by first updating the Cholesky factor, and
then downdating it. The former operation can be done by means of triangulariza-
tion (e.g. the QR decomposition) S = tria{A}, A € R™™, where S is lower tri-
angular (see [80,93]). The latter can be achieved through S = cdown{A, B}, for
B € R™ ™ representing the Cholesky downdating of A by B (it is the same as doing
cholupdate{ A, B, ;,—1} as in [42]).

87



If the set v = {;, w", wf, w§* i]il has no negative weights, then

V=2 = tria ([S7,1A)) (4.17)

and no Cholesky downdatings are performed. Since downdatings might lead to ill-
conditioned matrices [92] (see Section 2.7.1), it should be avoided whenever possible—
it is only necessary when the oR contains negative weights. With an abuse of notation,

R

0); in this case we have Cu(S;“, S, ﬁ) = tria ([S;“, \/ﬂ)

when we write cu (S O ﬂ) we also refer to the case when S2- does not exist (N_ =

For now on, in this section, consider the random variable X characterized by the

mean X and square-root of the covariance /Py x.
Definition 4.5 (Square-Root Unscented Transformation). Consider the sets

N
=1

_ m c cc
X_{Xzawl , Wy, Wy
and

v = {y, 0", wi, wi|y; = f (X’i)}i]il

p, = X and B, = \/PXX\/PXXT.

Given a matrix /7 and S, ST, S, ST defined as in (4.15) and (4.16), the Square-Root

X ? v

Unscented Transformation (SRUT) is defined by

with

SRUT(£, X, /P, v7) = |1 /50, 557,887, 5

Next, we introduce the Scaled Square-Root Unscented Transformation and some re-
sults concerning this transformation. This definition is necessary for the Scaled Square-
Root Unscented Kalman Filters (see Table 5.3), the first one in the literature.

Definition 4.6 (Scaled Square-Root Unscented Transformation). Consider the sets y
and ~ as in Definition 4.2 with

p, = X and B, = \/PXX\/PXXT.

Given a matrix /7, define the matrix

ay « T.
EV;Y T E'w - ﬁﬁ )
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then the Scaled Square-Root Unscented Transformation (ScSRUT) is defined by

SCSRUT (£, X, /P v, ) = | /557, 87,87, 87,8758, .
Corollary 4.3. A ScSRUT with sets

_ m c cc\ N
X = {Xi7wi y Wi Wi i

and
{F}/uw;nawzc?wfﬂ’% :9(f>Xi,MX7CV>a2) i]\il

s a SRUT with the sets

- m ¢ ca N
X = {xi, wi", wi, withiL,

and
N

m 2,..¢c cc

Remark 4.3. Every 2thNoR is a set x of an SRUT.

Finally, we state new ScSRUT results similar to the ones in Section 4.2 for the

particular scaled transformations.

Definition 4.7 (Simplex Scaled Square-Root Unscented Transformation). Consider

the sets x’ and +' as in Definition 4.3 with

MX/ = X and ZX/X' = \/PX)(\/PXXT.

Given a matrix /7, define the matrix

(6705 (0704 T.
Z,Y/,y’)/ = Z'Y,’Y/ + ﬁﬁ y

then the Simplex Scaled Square-Root Unscented Transformation (SiScSRUT) is defined
by

SISeSRUT (£, X,/ Px, v, ) 1= [0 ST 85 S5 455,57, 501

Definition 4.8 (Symmetric Intrinsically-Scaled Square-Root Unscented Transforma-

tion). Consider the sets ¥ and 7 as in Definition 4.4 with

_ T
,uX:Xand EXX:\/PXX\/PXX .
Given a matrix /7, define the matrix

21 = Ta VIV
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then the Symmetric Intrinsically-Scaled Square-Root Unscented Transformation (Syln-
ScSRUT) is defined by

SyInScSRUT (f,X,\/PXX,ﬁ, a) =[5, /S25, S, S5 55, S5, Bgs]

Corollary 4.4. Fvery SiScSRUT is an ScSRUT and every SylnScSRUT is an Sc-
SRUT.

4.4 COMPARISON OF SIGMA SETS WITH LESS THAN 2N
SIGMA POINTS

In this section we compare the estimation quality of the main sigma sets? (SS’s)
composed by less than 2n sigma points, which are the (Normalized) Minimum o-
representation (MiocR) of Theorem 3.5, the Rho Minimum o-representation o [57]
(RhoMioR, Tab 2.1 [3,2]), the Reduced sigma set of [45] (ReSS, Tab 2.1 [2,1]) and
the Spherical Simplex sigma set of [46] (SSSS, Tab 2.1 [2,2]). The Unscented Trans-
formations of these sigma sets area also compared, they are: the Minimum Unscented
Transformation (MiUT, a 2UT with the MioR), the Rho Minimum Unscented Transfor-
mation (RhoMiUT, a 2UT with the RoMioR), the Reduced Unscented Transformation
(ReUT, a 2UT with the ReSS) and the Spherical Simplex Unscented Transformation
(SSUT, a 2UT with the SSSS)3.

For the examples of this section we consider sigma sets of the random variable

(s 122])

v = [0.5, 0.5]" is chosen as the tuning parameter of the new minimum sigma set, and
wop = 1/3 for the other three sigma sets. Figure 4.1 shows the sigma points of each of

these sigma sets; the compositions of these sigma sets are given below:

e the new minimum SS is

Lzn ] o) (o)) 5] o))

2Here we use the name of sigma sets and not o-representation because two of these sets, the
Reduced sigma set of [45] and the Spherical sigma set of [46], are not o-representations (cf. Definition
3.1 and comments following it).

3Tn order to simplify the presentation of this section, we consider the UT’s in the cases of the ReUT
and the SSUT as relaxed variants of Definition 4.1 .
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e the Rho Min. SS of [57] is

(L o) ([ o) ([232) o2)

e the Reduced SS of [45] is

(L] o) (L2 o) (35 m))

e and the Spherical SS of [46] is

(Lew] o) (L o) (52 o) (L] o))

12 -
x MiocR
MicR
10 - *
ReSS
SSSS
] L
6 L
)
4 + *
2 L +
0L
| | | | | | | |
—6 -4 -2 0 2 4 6 8 10

Ty

Figure 4.1: Geometry location in the R? of the sigma points of the sigma sets composed
by less than 2n sigma points.

Note that none of the sigma points of the MiocR and the RhoMicR are located
on the mean ([1,5]7) while the other two sigma sets have sigma points located there.
This verifies the fact that the SUT cannot be used with the MicR and the RhoMicR
because the SUT requires that the sigma set has a sigma point equal to X (cf. Section

2.6.1 and the last paragraph of Section 3.4).

Table 4.1 shows the relative errors of the mean and the covariance generated by

each of the aforementioned sigma sets in comparison to the mean and covariance of X.
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Table 4.1: Relative errors of the sample mean and sample covariance for the main sigma
sets composed by less than 2n sigma points in relation to the mean and covariance of
X.

Mic R RhoMioR | ReSS |  SSSS
mean Cov. error mean Cov. mean Cov. | mean Cov.

1.3x107% 23x107% | 23x107® 1.9x107%| 0.59 098 | 046 0.97

The main result relative to these data is that the relative errors of the previous
means and covariances for the MiocR and the RhoMioR are almost zero (Tab 4.1 [1,
1-4]) while the ones for the ReSS and the SSSS are not (Tab 4.1 [1, 5-8]). The matching
of the previous mean and covariance is important to assure that the sample mean and
covariance of the posterior sigma points approximates well the mean and the covariance
of the posterior random variable (cf. Theorem 4.1). In fact, in order to verify this,
we compare the Unscented Transformations of the same four sigma sets by considering

the transformation of a X = [x1,z5]" by the following functions:

Table 4.2 shows the errors concerning the transformed means and covariances of the
sigma sets in comparison to the transformed mean and covariance of a 10" Monte Carlo
simulation. The better performance of the MiUT and the RhoMiUT in comparison to
the other two UT’s is due to the property mentioned and verified above that their
sigma sets match the first two moments of the previous random variable, whilst the
sigma sets of the reduced UT of [45] and the spherical UT of [46] do not. Note that,
as shown in Theorem 4.1, the matching of the mean and the covariance of X implies a
second order approximation of the Taylor Series of the posterior mean which, for the
case of fi (a second order polynomial), implied in a negligible error associated with the
posterior mean of the MiUT (Tab 4.2 [2,2]) and of the RhoMiUT (Tab 4.2 [2,4]). Note
also that, even though the tuning parameters were not set precisely for each function,
the results for the the MiUT and the RhoMinUT are comparable. Nevertheless, for
any case, there exists a suitable choice for v such that the MiUT provides the least

errors since the RhoMioR is a particular case of the MioR.
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Table 4.2: Relative errors of the posterior sample mean and sample covariance for the

main Unscented Transformations composed by less than 2n sigma points in relation to
the mean and covariance of f;(X).

) MiUT RhoMiUT ReUT SSUT

1 function

mean Cov. mean Cov. | mean Cov. | mean Cov.
2 fi 95x10% 085 [95x10® 063 | 0.76 096 | 0.75 0.95
3 fo 0.59 0.76 0.14 0.87 | 0.87 1.00 | 0.89 0.99
4 f3 0.66 0.97 0.77 1.00 | 1.00 1.00 | 1.00 1.00
5 fa 1.3 1.00 0.65 1.00 | 220 1.00 | 290 1.00
6 fs 0.22 0.80 0.18 054 | 0.66 0.80 | 0.55 0.86

4.5 CONCLUSIONS REGARDING UNSCENTED TRANS-
FORMATIONS

By looking at the new definition of the UT proposed in this chapter, we can say
that it follows naturally from the definition of a o-representation introduced; and by
looking at the results derived from it, we can say that it provides an efficient tool to

estimate a transformed random vector.

Among other advantages comparative with the UT’s for the literature, our UT is
more general. Based on Taylor Series expansions, we provide the estimation quality
of the an Ith order UT (Theorem 4.1). Moreover, we propose new definitions for i)
the scaling UT’s, and ii) for the square-root UT’s. Overall, in this chapter, we cor-

rected all the problems and filled all gaps presented in Chapter 2 regarding Unscented
Transformations.

In the simulations of Section 4.4, the UT based on the minimum o-representation

introduced in Section 3.4 shows good results, comparative with the UT based on re-

duced sigma sets.

In the next chapter, our systematization of the Unscented Kalman filtering theory

is further developed with the last of its three main concepts: the UKF.
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5. UNSCENTED FILTERS FOR
EUCLIDEAN MANIFOLDS

Previously, we i) introduced the concept of an o-representation (Chapter 3), and ii)
extended its idea to redefine the UT’s in a more formal and consistent way (Chapter
4). With these results, we were able to correct all the problems and filled all gaps
presented in Chapter 2 regarding these transformations. Now, we proceed by providing

new consistent UKF definitions.

There are many UKF definitions in the literature. In order to investigate based on
which of these UKF’s we will construct our definitions, we first investigate the problems
detected in Section 2.8 regarding the discrete-time Additive UKF’s of the literature;
this investigation is done in Section 5.1. We use the results of Chapter 4 regarding
the UT’s to study the possible causes of the misbehaviors of the Additive UKF’s. We
conclude that only one definition of the AdUKF’s is consistent (in a way that will
be established). Based in this consistent Additive UKF, we define our discrete-time
Additive Unscented Kalman Filter (AdUKF, Section 5.2).

By extending our discrete-time AAUKF, we present new definitions for the general

(non-additive) case (Section 5.2), and also for the square-root variants (Section 5.3).

Further, in Section 5.4, we provide a list of particular cases of these filters showing
that all consistent UKF’s of the literature are embodied by our systematization. Then,
in Section 5.5, we provide comments relative to computational aspects of the proposed

UKEF filters; and, in Section 5.7, we present a discussion about higher order UKF’s.

In Section 5.8, the UKF’s for discrete-time systems developed in Sections 5.2 and
5.3 are extended to treat the cases of continuous-time and continuous-discrete-time
dynamic systems. Even though these systems were not treated yet up to this points,

the results of the discrete-time UKF’s makes this transition suitable.

Since many UF’s are proposed, in Section 5.9, we provide guidelines for practical
users indicating some criteria for choosing the most suitable filter for a given practical

problem.

Finally, in Section 5.6, we illustrate some properties of the UF’s developed in this

chapter with numerical examples.
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5.1 CONSISTENCY OF THE ADDITIVE UNSCENTED FIL-
TERS OF THE LITERATURE

In Section 2.8, we classified the AAUKEF’s of the literature according to the following

three criteria:

1. in which equation the process noise’s covariance @)y is considered,
2. whether the predicted state sigma set {Xf@;l, w; (51} is re-generated or not, and

3. how this regeneration is done if it is the case.

We found four distinctive classes, to know the AdUKF’s 1, 2, 3 and 4 (cf. Section
2.8.1).

We showed two superior results of the AAUKF 1 comparative with the other AAUKF
classes, namely: the AAUKF 1 a) is the only one to have the property of providing
the same estimates as the KF when the system is linear, and b) was the best in the

nonlinear numerical example of Section 2.8.2.

Together, these two superior results indicate that there might be a formal reason
endowing the AAUKF 1 with better mathematical properties comparative with the other
AdUKF’s for any nonlinear system (2.1). In this section, we use results developed in

Chapters 3 and 4, to develop stronger conclusions respective to this topic.

Particularly, by using the results regarding the UT definition (Definition 4.1), we
get to the conclusion that classifying the AAUKF’s of the literature respective to the
criteria 1, 2, and 3 above is equivalent to classifying respective to the input and output
vectors of the UT’s in these AdUKF’s. We show that each of these AAUKE’s classes
can be written by using two UT’s; and each AAUKF class differentiate from each other

from the considered input and output vectors of these UT’s.

Depending on how an AdUKF uses the UT’s to estimate the state of a given system,
we can say whether or not this AAUKF is consistent with this system. Recall that, given

two random vectors

X and Y = F(X),

an UT provides an approximation of the statistics of Y. Suppose a stochastic filter

defined for the following system

T = Fl(mk—l) (51)
yr = Fo(ay).

In order to estimate this system, we can use, in a same AAdUKF, i) one UT estimating
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the statistics of x; by making X = z;_; and F' = F}(X), and ii) another UT estimating
the statistics of yx by making X = z;, and F' = F5(X). From Theorem 4.1, we know
these UT’s provide good estimates for the statistics of z; and yg; and these estimates
are required to the final estimates of every AAUKF (cf. the step 3 of the Algorithms
2, 3, 4, and 5). Therefore, if an AAUKF uses the UT in this form, we can say that the
AdUKF is consistent with system (5.1).

Let us analyze whether the four AAUKF classes described above are consistent with

system (2.1) or not.

5.1.1 Consistency analysis

Consider system (2.1), and define the following random variables

Tr—1)k—1 = Tp—1|Yrk—1,
Tklk—1 = Tr|Yrr—1,
Thp—1 = Tk (xk—1|k_1> ;

Tk = l‘k|ylzk7
Yklk—1 = yk:|y1:k—17

yl:\k—l = hy (Ikz|kz—1) )

where xj,_1),_1 is the previous state, zy,— the predicted state, xy);, the posterior state,
Tik—1 is the propagated state without the process noise and yj,,_,; is the predicted

measurement without the measurement noise.
In AdUKE’s, the estimation quality of any estimate of xy, and Pk depends on

estimation quality of the predicted estimates y—1, Gxjk—1, PElE-1, pjy‘k’l and pﬁ;’“’l

(cf. step 3. of Algorithms 2, 3, 4, and 5). Let us analyze each of these estimates of
each AAUKF class based on the UT definition.

Since, from (2.1), Tpp-1 = Tt + Pk and @y ~ ([0], ., ,Q%), then
Trk1 = Thpoy and PR = PN 4 Qs (5.2)

and, analogously, [recall that Jj ~ ( [O]nyXl , Ry)]

k-1 = Yy and PRFL = pHETL L Ry (5.3)

Therefore, an AAUKF is said to be consistent with system (2.1) according to the

following definition.
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Definition 5.1. An AdUKF is consistent with system (2.1) if this filter’s equations

can be written in the form

. Pklk—1 . Ak—1)k—1
[iﬂkmfl,PKL,* } = UT(fk,$k1|k17Pm | >,
Plk—1 _ pklk—1
an‘c _szl,* + Q,

N Dklk—1 Pklk—1 . Pklk—1
{ylﬂk—lapyy ,PH } =UT (hk7xk|k—1apm‘; ) :
Pklk—1 _ pklk—1

Py = Py + B,
. . -1
._ Dklk—1 I<:|I~c—1>
Gy =P (Pl :
T =Tppp—1 + Gk <Z/k - @k|k1> )

Pklk . pklk—1 Sk|k—1 AT
P =Pn —GyB," Gy

(5.10)

This consistency property is associated with the quality of the estimates in an

AdUKEF.

Suppose, ideally, that

Th—1|k—1 = Th—1|k—1

Dk—1lk—1 __ k—1|k—1

Then, from (5.2), (5.4), (5.5), and Theorem 4.1, it follows that

Alfeo1p—12]  x[EFrae-12] | _[Teo1e-1,2],
Lilk—1 = Tglp—1 = Tglkp-1 ;
and
Ak“f_la[‘i'k—l k—l:l] Ak“f_la[ik—l k—l:l]
Tx | - P:c:(;,* | + Qk
k’-|k_17[ik71 kflvl]
= Prz,* | + Qk

o k|k_1’[fk—1\k—171]
- T .

Similarly, suppose, ideally, that

Thik—1 = Tpjp—1

Dklk—1 __ pkl|k—1

97

(5.11)

(5.12)

(5.13)

(5.14)



then, from (5.3), (5.6), (5.7), and Theorem 4.1, it follows that

G = g = g, (5.15)

Aklk—1,[@k,—1,1] pk|k*17[@k\k—1,1}
+ Ry
yy.*,{1}

Pykylk* 1 [jk\kfl’l} + Rk

= pyy e, (5.16)

Py

Aklk—1,[E g k—1,1]

klk—1,[Z g -1, 1]
ny !

= Py (5.17)

Analogously, suppose that,

Tgk—1 = Tgjk—1, (5.18)

then, from (5.8), (5.9), and (5.10), we have that

PElk — phlk (5.20)

Therefore, if an AdUKF is consistent with system (2.1), we are able to state the
qualities of the estimates—naturally, based on the assumptions (5.11), (5.14), and

(5.18). Moreover, these estimates are generally good since they are estimates provided
by UT’s.

Since the correction equations (step 3. of Algorithms 2, 3, 4, and 5) are equal
for all AAUKF classes, the equations (5.19) and (5.20) will be true for every AdUKF.
However, naturally, the equations (5.12), (5.13), (5.15), (5.16), and (5.17) will not;
they will all be true only for the AAUKF’s consistent with system (2.1).

The following propositions relates the consistency of an AAUKF and its performance

when a linear system is considered

Theorem 5.1. Consider an AdUKF estimating system (2.1). If the system functions

Jr and hy, are linear, then each estimate Tyx—1, Urjk—1, PrlE=1 P;;k_l , Pff‘l, Tk,
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and pﬂk_l of the AAUKF is equal to the corresponding one given by the linear Kalman
Filter.

Proof. Suppose that, at a time k& > 1, the estimates Zj_;—; and pf;”k*l of the
AdUKF are equal to the ones given by a linear KF. Since fy is linear, from (5.12) and
(5.13), we have that

Afr—1p-12]  _[Bro1k—1.2]

k|k—1 = Tilp—1 = Tklk—1,
Ak“kflz[jk—l\k—l’l} . k‘kflz[ik—l\k—lau . Pk‘k*l
TT = Izx = Ly )

and the assumptions (5.11) hold. Thus, since hy is also linear, from (5.15), (5.16),
(5.17), we have that

ABre—152]  [Teo1e-102]

Yele—1 = Yrk—1 = Yklk-1,
klk—1,[z klk—1,[x _
PI (@rk—1:1] P\ (Zrik—1,1] _ phlk 1’

vy
klk—1,[z 1 klk—1,[Zr 1 p—1,1
P| &k k—151] nyj [T r k-1 }:P@kl

and assumptions (5.18) hold. Thus, from (5.19) and (5.20), we have that

Tk|k = Tkk

By choosing the initial estimates Zo;o and PO of the AAUKF equal to the ones of
the KF, these equations will be true for all £ > 1; hence, the theorem is proved. O

Let us now analyze the consistency of each AAUKF. Again, below, some variables
are written with a subscript {j} as in Ay, for j = 1,2, 3 and 4; this notation associates
the element A to the AAUKF j. For example, ,_1 1) is an estimate of the AAUKF
1, Zpp—1,42y of the AAUKF 2, 2,1 3 of the AAUKF 3, and Zyx—1 14y of the AAUKF
4.

e The equations in the AAUKF 1 (Algorithm 2) can be rewritten in the following

way:
Thlk—1,{1}> pflkJ{ll}] =UT (fk7 Th—1jk—1, ]Sfxlkl), (5.21)
phlk—1 _ phlk—1
Praqty = Prapiy + @ (5.22)
0 prk=L PEEL — UT (hy, 4 P 5.23
Yrklk—1.41}> yy*{l}’ zy {1} = ( ky Thlk—1,{1}s £ 5g {1}) (5.23)
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P = Pr L+ Ry (5.24)

vy {1} — Lyl

. Phlk—1 ( pklk—1) "
Gy =Pit (PEFY)
T =Tppp—1 + G <yk - @k|k1> )
PHF =P — G PG
Therefore, from Definition 5.1, the AAUKF 1 is consistent with system (2.1).

e The equations in the AAUKF 2 (Algorithm 3) can be rewritten in the following

way:
Thle—1,42} pflk;{lz}] = UT(fk,:i“kukl, ﬁj;““), (5.25)
Aklk—1  pklk—1
me,{Q} - P:m:,*,{Q} + Qk7 (526)
. Aklk—1  pklk—1 . & k-1
[yk|k1,{2}, P P {2}} = UT (i, Baii-1.42)> Poro gy ) (5.27)
Aklk—1 k-1
Pyy,{Q} - Pyy,*7{2} + B (5.28)

T =Tppp—1 + G <yk - yk|k—1> ;
Sklk . Phlk—1 Sklk—1 AT
PHlk . phlk=t _ G, pRk-1GT,

Equation (5.27) is different from (5.6); thus, we can say that the AAUKF 2 is not

consistent with system (2.1).

e The equations in the AAUKF 3 (Algorithm 4) for the the estimates Tpk—1,43) and

PFRL can be rewritten in the following way:
zx,{3}

Erk-rsp Pars gy ] = UT <fk, T, PE ““‘1>, (5.29)
Aklk—1  Aklk—1
Pxx|,{3} = CC:|C,*7{3} + Qk7 (530)

A

but the estimates §rx—1 {3}, P?Z'/k{gi and ﬁ’gk{gi can not be rewritten in a similar

way. Note that they are not equivalent to

“ ASklk—1  pklk—1| A ASklk—1
Yk|k—1,{3}> Pyy7*7{3}7 Px%{g}} =UT (hk‘a Tk|k—1,{3}> Pgm*,{g} + ka) s

Sklk—1  Aklk—1
Pyy,{3} - Pyy7*,{3} + By
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Therefore, we can say that the AAUKF 3 is not consistent with system (2.1).

e The equations in the AAUKF 4 (Algorithm 5) can be rewritten in the following

way:
i‘ pklk_l ] = UT f 7 Pkil‘kfl 5 31
Elk—1,{4}5 zxx, {4} ] k7'rlc—1|k—1; o +Qk , ( . )
ANklk—1 Sklk—1
Paxlﬂ,{él} = sz,*,{zl} (532)

N Sklk—1  pklk—1| A Aklk—1
|:yk|k—1,{4}7 Pyy7*7{4}7 sz,{4}} =UT (hky Tk|k—1,{4}> Pm7{4}) )

klk—1 _ pklk—1
Pyy,{4} - Pyy,*,{ﬁl} + Ry

G ::pfz‘/kil (pﬁkq)fl :
T =Tppp—1 + Gk <?~/k - §k|k1> )
PHE = PEA-1 G PRI,
Equation 5.32 is different from (5.5); thus, we can say that the AAUKF 4 is not

consistent with system (2.1).

Summarizing, among the studied AAUKF classes, only the AAUKF 1 is consistent

with system (2.1). Consequently, the following two statements can be made:

1. The reason behind the AAUKF 1 being the only AAUKF class providing the same
estimates as the (linear) KF when (2.1) is linear (cf. Section 2.8.3) is given by
Theorem 5.1.

2. The reason behind the AAUKF 1 outperforming the other AAUKF classes in the
numerical example of Section 2.8.2 is, probably, given by equations (5.12), (5.13),
(5.15), (5.16), (5.17), (5.19) and (5.20).

Therefore, we shall define the Additive Unscented Kalman Filter in Section 5.2
based on the form of the AAUKF 1.

5.2 UNSCENTED KALMAN FILTERS

The analysis of Section 5.1 showed that, among the additive UKF, only the AAUKF

1 is consistent with system (2.1). Hence, we use the form of this filter to propose the
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AdUKEF of our systematization. Recall, from Algorithm 2, that this means considering
k-1

g} and regenerating the predicted

()1 in the equation of the predicted covariance

sigma set {Xﬂ{@?’wi’{j}} as in (2.22).
Definition 5.2. Consider the system

xr = fx (Xp-1) + @i,

yr = hg (xr) + .

Suppose that i) the noises wy and ¥y are independent; ii) wy, ¥y and the initial state

xo are characterized by

To ~ (fo,P£x>,
@ ~ ([0]n,x1, @k) »
Uy ~ ([O]nyxla Rk) ;

and iii) the measurements Y1, Yo, -, Yx, are given. Then the Additive Unscented
Kalman Filter (AdUKF)—from now on, unless mentioned otherwise, AAUKF will refer
to the following algorithm—is given by the following algorithm:

Algorithm 6 (Additive UKF (AdUKF)). Perform the following steps:
1. Initialization. Set the initial estimates 2oy := To and PO := PY,.
2. Filtering. For k =1,2,...,ks; set the following elements:

(a) The state’s predicted statistics by

[Iﬁmkq, ﬁﬂ’fj} = UT, <fk, Th—1|k—1, pfx_llk_1>, (5.33)
PR = PHE 4 Q).

(b) The measurement’s predicted statistics by

D1, gt PR = UTy (s g, PEFTY) (5.34)
Dklk—1 . Pklk—1
e A

(c) The state’s corrected statistics by
. pklk—1 ( pklk—1) "1
Gy =P (PR1)
Tk =Tppp—1 + Gi (yk - Z?kk—1) ; (5.35)
PHF =PHF1 — G PIFIGT
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Given that we only consider the second order UT in this subsection, we use the
notation UT to refer to the 2UT (higher order UKF’s are considered in Section 5.7).
The notations UT; and UT; indicate that the transformations in the prediction and
correction steps do not need to be the same. In fact, the number of sigma points
can be different, and we could even use the ScUT. The output of UT; has only two
terms meaning that only the first two elements of the output of Definition 4.1 are
needed in the algorithm. If fi is linear, then UT; can be substituted by the (linear)
KF’s prediction equations; likewise, If hy is linear, then UT5 can be substituted by the
(linear) KF’s correction equations. Comments analogous to these ones for the AAUKF
can be made for the other filters of this chapter.

By definition, in the AAUKF, the posterior set of UT in (5.33), x**~! = {Xf“f_l, (s

is regenerated in (5.34), since it is the previous o-representation of UT,. One can con-

k=1 but, in this case, i) the filter would not be consistent

sider to not regenerate y
with system (2.1) (cf. Section 5.1), and ii) x**~! would not carry information about

the process noise (cf. (2.3) and (2.4), and [49]).

By combining i) the proposed AdUKF with ii) the idea of extending the state
vectors with the noise (cf. Section 2.2), we can propose an augmented UKF for the
more general system (2.2). For this, define the augmented functions f : R *"= — R
and h{ : R"™* — R™ such that, for ,

I ([ e ) = fr (Tp—1, wk) , (5.36)

Wk

hz ([ ZZ ) = hk ($k,19k)

From now on, unless mentioned otherwise, AuUKF will refer to the following algorithm:

Definition 5.3. Consider the system

T = fk (Ik—b wk) )

Y = I (Ik, 19k) ;

and the pair of equations (5.36). Suppose that i) @ and ¥ are independent; ii) wy,

), and the initial state xy are characterized by

To ~ (f(bpg?z) 9
Wi ~ ([O]nwxla Qk) )
Ui ~ ([0]nyx1, Ri);
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and iii) the measurements Y1, Y2, - Yk, are given. Then the Augmented Unscented

Kalman Filter is given by the following algorithm:

Algorithm 7 (Augmented Unscented Kalman Filter (AuUKF)). Perform the following

steps:
1. Initialization. Set the initial estimates oy := To and ]39%0 = PY.
2. Filtering. For k =1,2,..., ky; set the following elements:

(a) The augmented previous estimates by

T
~a AT T
Th—1]k—1 = {wk—1|k—1’ [O]nwxl} )

P Et = diag (PR, Q1)

(b) The predicted statistics of the state by
[i’k\k—h ﬁﬂkfl] =UT, ( ko Th1jr-1s pkfllkfl) : (5.37)

Tx,a

(¢) The augmented predicted estimates by

T
AQ | AT T
Thlk—1 = [xk:|k:—17 [O]nﬁxl} ,
PElk—1 ._ 3 Pk|k—1
P = diag (PEF Ry) .

(d) The predicted statistics of the measurement by

Urjk—1, pﬂk_l,pm_l} = UT, ( iafim_ppk‘k_l) ; (5.38)

TY,a TT,a

Dklk—1 .__ | Dklk—1
sz T [Pmy,a }(l:nz),(lzny) ’

(e) The corrected statistics of the state by
A A _1
_ ( pEIE—1 klk—1
Gy = (PEMY) (BEF1)
Tk = Tppp—1 + G (yk’ - ?Qkufl) )
Pk — PR g PG

Unlike the AAUKF, we do not know if not regenerating x**~1 in (5.38) makes the

AuUKF inconsistent with system (2.2). Similar to the AdUKF, in the AuUKF, by
definition, the posterior set of UT; in (5.37), \*F—1 = {Xflk_l,wi}, is regenerated in
(5.38), since it is the previous o-representation of UT,. One can consider to not regen-

erate Y*/*~1. For the AAUKF, it would make the filters inconsistent with its associated
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system, (2.2), but for the AuUKF we do not know. This analysis of consistency is yet

to be done.

5.3 SQUARE-ROOT UNSCENTED KALMAN FILTERS

We now present the Square-Root Unscented Kalman Filter (SRUKF). The main
difference between this filter and other types of UKF is the fact that the SRUKF
propagate the square-root matrix of the covariance matrices directly, which is compu-

tationally more stable than squaring the propagated covariance matrix [93].

As pointed out in Section 2.7.1, the SRUKF’s in the literature present three steps
in which Cholesky factors are downdated: in the calculations of the square-root ma-
trices of the covariance matrix for the predicted state; in the covariance matrix for
the innovation; and in the covariance matrix for the corrected state. While, in the
first two cases, downdating is only performed when negative weights exist, the last one
is always performed. Due to the fact that downdating steps can be computationally
unstable (see Section 2.7.1), we derive an alternative form—which is an extension of
the results of [93] and [80]—that uses the downdating procedure only for the negative

weight components.

According to (4.15), define S} := S;k‘k_l for \Y**=1 and St = S;rk‘k_l for ~klk=1.
and according to (4.16), define S; = S;k‘k,l for y*¥=1 and S; = Sv_’“"“*l for ~klk—1,
Note that

Dklk—1 _ o+ g+T —o-T
PM| —SXSX —SXSX ,
Dklk—1 _ o+ o+T —o-T
Pyzl _S“/S’Y _SWSW )
and
Dklk—1 _ o+ g+T —o-T
P = SESHT — S ST 4 Ry

Therefore,

PHk = ST —GST, GkRk} [o}T — {S; — GrS, GkRk} [O}T,

which shows that ]Sf:‘vk can be obtained through updating and downdating. The latter

is only performed for the negative weight cases.

The SRUKF is presented below. It is more general than the algorithms currently
in the literature, since these are restricted to the case where only the central weight,
wy, can be negative, whereas our SRUKF does not restrict the quantity of negative
weights. From now on, unless mentioned otherwise, AASRUKF and AuSRUKF will
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refer, respectively, to the following algorithms:

Definition 5.4. Consider the system

o = fr (Tp-1) + @i,
Y = hg (x) + .

Suppose that i) the noises wy and 9 are independent; ii) wy, ¥ and the initial state

xo are characterized by

To ~ <$0, \/}T&\@T> ;
W ~ ([O]nxxh \/@\/@T> )
95~ (101 BB )

and iii) the measurements yi, ¥a, ..., Y&, are given. Then the Additive Square-Root

Unscented Kalman Filter is given by the following algorithm:

Algorithm 8 (Additive Square-Root Unscented Kalman Filter (AdSRUKF)). Perform
the following steps:

1. Initialization. Set the initial estimates Too := To and \/ P =./PY,.

2. Filtering. For k =1,2,...,ks; set the following elements:

(a) The state’s predicted statistics by

s VPR = SRUT (oo VP Q1) (5:39)

(b) The measurement’s predicted statistics by

[ykk LV PR S S S, Sy, PR 1} =

X’ X v v

SRUT, (hk,xk,k VP R f) (5.40)
(c) The state’s corrected statistics by
6= P (VA (VAT
T = Tpp—1 + G <?~Jk - Z?kk1> ; (5.41)
VEEE = e ([s7 = Gust] [s5 - Gus ] Gi/Re ).
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Definition 5.5. Consider the system

T = fk (xk—b wk) )

Y = hy (T, k) ;

and the pair of equations

[ T ) = fr (ﬂfk—l,wk),

h% ([ ;Z ) = hk (-Z'k;'ﬁk)

Suppose that i) wy and ¢, are independent; ii) wy, ¥y and the initial state zy are

characterized by

To ~ <fo, @\@T> ;
@~ (Ot Qy/Q ).
91~ (001 Ray/ R )

and iii) the measurements yi, ¥, ..., Y&, are given. Then the Augmented Square-Root

Unscented Kalman Filter is given by the following algorithm:

Algorithm 9 (Augmented Square-Root Unscented Kalman Filter (AuSRUKF)). Per-
form the following steps:

1. Initialization. Set the initial estimates To := To and \/ Ag?glgo =4/ PY..
2. Filtering. For k =1,2,..., ky; set the following elements:
(a) The augmented previous estimates by
T
Tp—1lk—1 "= [95%71\1@717 [Oﬂwm} ,
\/ Af{;‘k_l = diag (\/ Agfx_llk_l, \/Qk> .

(b) The predicted statistics of the state by

[‘%kkh \/%] = SRUT, <fk7 £Z—1|k—1a \/W) )

(¢) The augmented predicted estimates by
T
Thlk—1 "= [lﬂk—la [O]Zﬁm} ,
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VA = ding (VP R
(d) The predicted statistics of the measurement by

~ | Hk|k— Dklk— ~a [ Hk|k—
[yk|k—l; Pyzl 1, Pf?fa 1} = SRUT2 <hk, xk|k—17 x:|t,a 1) y

Prlk=1 . _ [pkuc—l
Ty °

Ty,a } (Ling),(1iny) '

(e) The corrected statistics of the state by

6= P (V)T (VAT
i’k|k = £k|k—1 + Gy, <yk — @k|k—1> ,

VP = e ([s7 - Gusit] . [s5 - Gus ] G/ ).

5.4 CONSISTENT UNSCENTED FILTERS VARIANTS

Recall from Chapter 2, that some UKF’s and SRUKF’s are not consistent. In order
to clarify which UKF’s and SRUKF’s in the literature are consistent, we put variants of
the AAUKF and the AuUKF with UT; = UTs, and of the AASRUKF and AuSRUKF
with SRUT; = SRUTj, in Tables 5.1, 5.2, 5.3, and 5.4.

There are some abbreviations of words in these tables: Def. stands for for Definition;
Cor. for Corollary; Th. for Theorem; Ho. for Homogeneous; Intr. for Intrinsically;
Mi. for Minimum; Sc. for Scaled; Si. for Simplex; and Sy. for Symmetric. Each final

variant of the filters without a footnote comment is a new consistent version.

Table 5.1 contains the AAUKF and SRUKF variants using minimum oR’s developed
in Section 3.4, and Table 5.2 the analogous variants for the AuUKF and SRUKF; Table
5.3 contains the AdUKF and SRUKF variants using the minimum symmetric oR’s
developed in Section 3.3, and Table 5.4 the analogous variants for the AuUKF and
SRUKEF'.

In each table, the particular filters are presented in all the columns, except the first;
and in all the rows, except the heading one. In Table 5.1, each filter is the resulting
variant of using the AAUKF or AASRUKF (analogously for the other tables) with the
corresponding i) UT or SRUT in the first column of its own row, and ii) with the
corresponding oR in the heading row of its own column. For instance, the Minimum
Scaled Additive Unscented Kalman Filter (Min. Sc. AdUKF in Tab 5.1 [2,2]) is the
result of using the AAUKF with the ScUT (Tab 5.1 [2,1]) and the Mino R (heading of
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the second column of Table 5.1).

Table 5.1: Some Consistent Minimum AdUKF and Riemannian Minimum AdSRUKF
Variants.

UT’s MicR '(Th. 3.2) RhoMicR (Cor. 3.5)
1 UT (Def. 4.1) Mi. AdUKF Rho Mi. AdUKF 2
2 ScUT (Def. 4.2) Min. Sc. AAUKF Rho Mi. Sc. AdUKF
3 SRUT (Def. 4.5) Mi. AASRUKF Rho Mi. AASRUKF
4 ScSRUT (Def. 4.6) Mi. Sc. AASRUKF Rho Mi. Sc. AASRUKF
'"RhoMic R (Rho Minimum o-representation) stands for the o-representation of [57];
?Equivalent to the filter in Tab 2.3 [8,*].

Table 5.2: Some Consistent Minimum AuUKF and Riemannian Minimum AuSRUKF
Variants.

UT’s MicR' (Th. 3.2) RhoMicR (Cor. 3.5)
UT (Def. 4.1) Mi. AuUKF Rho Mi. AuUKF ?
ScUT (Def. 4.2) Mi. Sc. AuUKF Rho Mi. Sc. AuUKF
SRUT (Def. 4.5) Mi. AuSRUKF Rho Mi. AuSRUKF
4 ScSRUT (Def. 4.6) Mi. Sc. AuSRUKF Rho Mi. Sc. AuSRUKF
'"RhoMis R (Rho Minimum o-representation) stands for the o-representation of [57];
?Equivalent to the filter in Tab 2.3 [8,*].

W N =

One should notice that consistent variants of the UKF (SRUKF) in the literature
are particular cases of the proposed UKF (SRUKF) definitions in this work. Also,
these definitions are able to provide new filter variants (e.g. the Scaled Square-Root

Unscented Kalman Filters).

5.5 COMPUTATIONAL COMPLEXITY AND NUMERICAL
IMPLEMENTATIONS

From the computational complexity point-of-view, the UKF’s most expensive op-
erations are the square-root matrix operation of P, =14 Qu [O(n3)] and the ma-
trix inversion of sz‘,k_l[(’)(ng)], where n, is the dimension of the measurement vector].
Hence, for the case in which n, < n,, the computational complexity of the UKF is
O(n2); and for the case in which n, > n,, the computational complexity of the UKF
is O(n}), which is the same complexity as the EKF’s [42]. From a numerical imple-
mentation standpoint, even though the Cholesky decomposition seems to be the most
adopted method to compute the square-root matrix of the covariance matrix for the

state, some studies indicate that other methods, such as SVD decomposition, provide
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better estimation quality (see [109] for more details). Some code implementations are
available on-line (e.g. [110] and [111]).

For the SRUKF, the computational complexity is also O(n3) due to the triangular-
ization (tria{}), which is its most expensive operation. One example of triangulariza-
tion is the QR decomposition, which has different implementations; for an n xn matrix,
the Householder QR requires n®/3 floating points operations (flops), the Givens QR
2n3 flops, and the modified Gram-Schmidt QR requires 2n? flops [112]. Comparative
with UKF’s, from a computational perspective, SRUKF’s are usually more expensive—
demand more flops—, but tend to behave better when implemented in poor-precision

machines [88].

5.6 SIMULATIONS

5.6.1 Comparison between sigma sets composed of less than 2n sigma

points

In this section, we have the purpose of simulating the Minimum Additive Unscented
Kalman Filters in order to verify its theoretical results and also to compare it with the
Homogeneous Minimum Symmetric Additive Unscented Kalman Filter (Tab 5.3 [1,3])
(which is equivalent to the UKF of [1], Tab 2.3 [2, 1-5]). The scenario is a target
tracking of civil aircraft with synthesized data; it is based on [98]. The state vector is
x = [ps vz py v,]7 where p, and p, are, respectively, the Cartesian coordinates along
the axes of the abscissae and the ordinates, and v, = p, and v, = p, are the associated

velocities.

The discrete process and measurement equations are the ones of the Coordinated

Turn model with measurements of range and azimuth:

1 sin(wT) 0 — 1—cos(wiT) %TZ 0
[ Wi
0 cos(wiT) 0 —sin(wiT) T 0
Tk = 0 1—cos(wyt) 1 sin(wT) Tp-1+ 0 12 Wk,
Wk Wk 2
0 sin(wpI) 0  cos(wT) 0o T
\/(p:v - pr:p)2 + (py - pry)2
= + Iy,
" arctan (727:2) '“
where 1" = 5s is the sampling time, y, the measurement vector on step time £k,
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@i ~ N([0]ax1, Qk), Vx ~ N([0]ax1, Ri) the process and measurement noise vectors,
respectively, p,, = 6000m and p,, = —6000m the position coordinates of the radar,
and wy the angular velocity; wy is supposed to be a known input. Standard deviations
are supposed to be 1m/s? for the process error in both directions, 50m for the range

measurement error and 1° for the azimuth measurement error. Therefore, Q) = I and

2500 0
Rk — (171')2 ]
0 180

The initial values of the estimates of the state are chosen according to [98] (apparently,

these choices are realistic):
o0 = [2500, —120,10000, 07 and P%° = 1001,.

The aircraft’s trajectory is followed be the following sequence of movements: 120s with
wg = Orad/s, 30s with wy = brad/s, 120s with wy, = Orad/s, 60s with wy, = 1rad/s, and
120s with wg = Orad/s.

The relative error at time k of the jth simulation is

2
A~ 2 A C
(Pe — D5 (p ~ py)
o2 N2
) (v%)
where pj and p; are the correct position coordinates of the aircraft. We calculate the
Root-Mean-Square Deviation (RMSD)

Ek,j =

1 Ns Nit
RMSD := NN ZZEM (5.42)

8 j=1k=1

where N;; is the number of iterations and N, the number of simulations. In these

simulations, we perform N;; = 2000 iterations and N, = 10° simulations.

We first investigate the different values of the tuning parameters for the Minimum
Additive Unscented Kalman Filter (MiAdUKF, Tab 5.1 [1,2]), the Homogeneous Min-
imum Symmetric Additive Unscented Kalman Filter (HoMiSyAdUKF, Tab 5.3 [1,3]),
and the Rho Minimum Additive Unscented Kalman Filter (RhoMiAdUKF, Tab 5.1
[1,3]). For the former, the tuning parameter is the vector v € R”, and for the other two
it is the weight wy, which is restricted to 0 < wy < 1 for the RhoMiAdUKF. To simplify
the analysis, we consider v = [1],x1, f € R—{0}. Table 5.5 provides the mean errors
te provided by these three filters for some different values of their tuning parameters.
The best values were 8 = 1 for the MiAdUKF, wy = 0.8 for the HoMiSyAdUKF and
for the RhoMiAdUKF'.
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Table 5.5: RMSD for different values of the tuning parameters.
B 0.1 05 1 V2 V5 5 10

MiAdUKF RMSD 0.563 0.541 0.478 0.501 0.649 73.572 1189.100
) Wo 0.1 0.2 0.3 0.5 0.7 0.8 0.9
HoMISyAdUKE  pyish 0561 0567 0560 0561 0565 0558  0.565
. W 0.1 0.2 0.3 0.5 0.7 0.8 0.9
RhoMiAdURE  poran 0563 0568 0570 0562 0566 0559  0.566
Table 5.6: RMSD for different filters.
(a) In better conditions of flight and (b) In worse conditions of flight and
measurements. measurements.
Filter RMSD Filter RMSD
MiAdUKF 0.478 MiAdUKF 2.181
MiAdSRUKF 0.386 MiAdSRUKF 0.352
HoMiSyAdUKF 0.558 HoMiSyAdUKF 2.472
HoMiSyAdSRUKF  0.041 HoMiSyAdSRUKF  0.126
RhoMiAdUKF 0.559 RhoMiAdUKF 2.491
RhoMiAdSRUKF 0.041 RhoMiAdSRUKF 0.126

Now we use these values of tuning parameters to evaluate some filter’s perfor-
mances. Table 5.6a provides the mean errors p. for the filters studied in Table 5.5
and also for their square-root forms,which are, the Minimum Additive Square-Root
Unscented Kalman Filter (MiAdSRUKF, Tab 5.1 [3,2]), the Homogeneous Minimum
Symmetric Additive Square-Root Unscented Kalman Filter (HoMiSyAdSRUKF, Tab
5.3 [5,3]), and the Rho Minimum Additive Square-Root Unscented Kalman Filter (Rho-
MiAdSRUKF, Tab 5.1 [3,3])

The minimum UKF’s provided good estimates even in comparison to the HoMiSy Ad-
SRUKF, which requires 2n+1 sigma points, whilst the minimum ones require only n+1.
The best performance was provided by both the RhoMiAdSRUKF and the HoMiSyAd-
SRUKF. However, one should note that as the Rho Minimum filters (RhoMiAdUKF
and RhoMiAdSRUKF) are particular cases of the minimum filters (MiAdUKF and
MiAdSRUKEF, respectively; cf. Corollary 3.5) and, hence these ones can be tuned
to provide the same results as the Rho Minimum filters according to Corollary 3.5.
Overall, we can conclude that the minimum filters are able to provide good estimation

quality to the problem in question.

In order to verify the performance of the filters in worse conditions, we simulate
the same path with @, = 1015 and



Table 5.7: Mean of the CPU times.

Unscented Filter McpuT (ms)

MiAdUKF 0.557
MiAdSRUKF 0.598
HoMiSyAdUKF 0.558
HoMiSyAdSRUKF 0.724
RhoMiAdUKF 0.481
RhoMiAdSRUKF 0.613

Table 5.6b shows the results. The performance of the filters is indeed worse, but the

filters that presented the best results are the same as the ones of Table 5.5.

For each time step k and each simulation j, we measure the time spent (Aty.,)
by the used CPU to run all the steps of each filter relative the time step k; then we

calculate the mean time consumed CPU in each filter as follows:

1 Ns Nit
McpuT = D> Aty |
Nit Ny j=1k=1
Table 5.7 provides the McpuT’s for each of the considered filters running in a machine
with an Intel(R) Core (TM) i7 CPU. We can state the following conclusions:

1. the minimum non-symmetric UKF’s (MiAdUKF and RhoMiAdUKF') were faster
than the HoMiSyAdUKF; and the minimum non-symmetric SRUKF’s (MiAd-
SRUKF and RhoMiAdSRUKF) were faster than the HoMiSyAdSRUKEF. These
behavior are consequences of the minimum non-symmetric UF’s being composed

of less sigma points than the minimum symmetric UF’s.

2. each UKF was faster than its respective SRUKF; i.e., the MiAdUKF was faster
than the MiAdSRUKF, the HoMiSyAdUKF was faster than the HoMiSyAd-
SRUKF, and the RhoMiAdUKF was faster than the RhoMiAdSRUKEF. This was
expected because there are some costly operations—such as QR decompositions—
that are present in SRUKF’s but not in UKFE’s (cf. Section 5.5).

5.6.2 Ill-conditioned measurement function

In comparison to the non-square-root filters, the square-root filters have better nu-
merical properties and guarantee positive semi-definiteness of the state’s covariance ma-
trix. They are more convenient over the non-square-root filters specially when consid-
ering poor machine precision, since the square-root guarantee positive semi-definiteness
of the state’s covariance matrix even when round-off errors are considerable. Therefore,

in this section, we provide an example with the objective of verifying this behavior.
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We compare the new Homogeneous Minimum Symmetric Additive Square-Root
Unscented Kalman Filter (HoMiSyAdSRUKF, Tab 5.3 [5,3]) with i) the Homogeneous
Minimum Symmetric Additive Unscented Kalman Filter (HoMiSyAdUKF, Tab 5.3
[1,3]) (which is equivalent to the UKF of [1], Tab 2.3 [2, 1-5]), and ii) the SRUKF
of [42] using the same method of Example 6.2 of [88]. The idea of this method is to
test the influence of round-off errors in these filters by computing only their correction

step with a ill-conditioned measurement function; it is considered the measurement

function
where
1 1 1
H=]1 1 1 )
1 1 14946

§ = eps?/310,

d is an integer, and eps is the distance from 1.0 to the next largest double-precision

number, which, in our case, is eps = 27°2.

The SRUKF of [42] could not perform the simulations for d < 10 for presenting
non-positive definite covariance-matrix. Figure 5.1 presents the relative errors of the
(HoMiSyAdSRUKF) and the HoMiSyAdUKF for d € [—5,8]. The new HoMiSyAd-
SRUKF presented fewer errors than the HoMiSyAdUKF; thus, we can say that the
new HoMiSyAdSRUKEF is more robust to round-off errors than the SRUKF of [42] and
the HoMiSyAdSRUKEF.

5.7 HIGHER-ORDER UNSCENTED KALMAN FILTERS

In this work, the AdUKF and AdSRUKF were defined only with 2nd order UT’s.
Extensions to higher orders can be done in at least two ways. A first one is given by

the following algorithm:

Definition 5.6. Consider the system

T = fr (%—1) + wg,

Y = hg (xg) + .

Suppose that i) the noises wy and 9 are independent; ii) wy, ¥y and the initial state
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Figure 5.1: Comparison between filters.

xo are characterized by

To ~ (:?:0, Pfx) ;
@~ ([0]n,x1, Qk)
i~ ([0]ny1, Bi)

and iii) the measurements Y1, Y2, -, Yk, are given. Then the [th order Gaussian
Additive Unscented Kalman Filter is given by the following algorithm:

Algorithm 10 (Ith order Gaussian Additive Unscented Kalman F'ilter). Perform the

following steps:
1. Initialization. Set the initial estimates Z¢o := 7o and PYO .= PO and choose the
order of the filter [ € N, [ > 2.

2. Filtering. For k = 1,2, ..., kys; set the following elements:

(a) The central moments

2 l
Tp—1lk—1" """ " T Tp_1]k—1
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for
. Ak—1lk—1
Tpp—1~ N (l‘k—l\k—h Py, k=1 4 Qk) .

(b) The predicted statistics of the state by
L%Mkfl’jzﬂﬁ_l] ::ltrrl(jk’ik”k1’A43k1k1’“"ﬂ4ikukl).

(c) The central moments

2 l
Trlk—1 """ T T T k-1

for
xk|k_1 ~ N (fi'k|k—17 pﬁck_l -+ Rk) .

(d) The predicted statistics of the measurement by

gk|k1,13;yk—1,15§y|’f—1]:lUT2 (i g, M2, e ML)

Tglk—1" """ Tglk—1
(e) The corrected statistics of the state by
. Dklk—1 ( pElk—1\ "1
Gy =P (PR1)
T =Tpp—1 + Gi (yk - Qkk—1) ;

Aklk . pklk—1 Sklk—1 ~T
P =P, — Gy Py G

This approach uses the Gaussian assumption of the Kalman Filter to obtain the
previous first [ moments of the state for each [UT. Generally, higher values of [ result
in a larger number of sigma-points and better state estimation (cf. Theorem 4.1). Note
that the higher-order UKF of [91] is a particular case of this proposed filter for the

scalar case.

A second way is to propagate, at every time step, not only the mean and the covari-
ance matrix of the state, but also its higher-order moments up to a chosen [th order (a
similar approach that does not use UT’s is proposed by [113]). This method does not
assume that the state follows a Gaussian distribution at every time step, and provides
a better approximation when compared to the first one; but at the cost of increased
effort in developing the recursive equations, and also of having a computationally more

expensive algorithm.
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5.8 CONTINUOUS-DISCRETE-TIME AND CONTINUOUS-
TIME UNSCENTED KALMAN FILTERS

Instead of considering additive discrete-time systems as (2.1), we can consider the
so called continuous-discrete-time, stochastic, dynamic system (for a vector z, dr stand

for its differential) given by, for t > ¢,

de(t) = f (1)) + de(8), (5.43)
yr = hi (25, k) + O,

where {w(t),t > to} is the process noise, and is supposed to be a vector of independent
Brownian motions (see [24]); and the other elements are defined as in (2.1) and (2.2).

The meaning of the first equation of (5.43) is given by its integral (when exists)

o(t) — 2(ts) = / o(a)dr + / -

the first integral can be defined as an Riemann integral and the second as an It0 integral
(see [24]).

The work [52] derived a Unscented Filters for (5.43), namely the Continuous-discrete
UKF (CdUKF) and the Square Continuous-discrete UKF (SRCAUKF). However the
estimation’s quality of these filters were not investigated yet. Because we know, from
Theorem 4.1, the estimation quality of the UT, we can obtain the estimation quality
of the CAUKF and the SRCAUKF (and also generalize the oR, since these filters were
defined particularly for the InSyoR) by writing them in the form of our systematization
developed so far. We also i) rename these filters following the reasoning used for the
Unscented filters of this chapter, and ii) propose these filter’s variants for the more

general system

da(t) = fi (x(t),=(1)), (5.44)
Y = Iy, (xk,ﬁk) .

For the augmented versions of these Unscented filters, define the augmented functions
fi o Retr= 5 R™ and hf : R™*™ — R™ such that, for ,

Iz ([ ;((’f) D = i (a(t), (). (5.45)
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h% <|: ;?]: ]) = hk(xk779k>

Definition 5.7. Consider the system (5.43). Suppose that i) the noises w(t) and ¥
are independent for all t > tq and k > to; ii) w(t), ¥ and the initial state xy are

characterized by

o (ZZ'Q,P;);B) s
=2~ ([0, QD).

g ~ ([0]n,x1, Bi)

and iii) the measurements Y1, Y2, -, Yr, are given. Then the Continuous-Discrete

Additive Unscented Kalman Filter is given by the following algorithm:

Algorithm 11 (Continuous-discrete Additive UKF (CAUKF)). Perform the following

steps:

1. Initialization. Set the initial estimates Zop := To and ]39%0 = PY.
2. Filtering. For k =1,2,..., ky; set the following elements:

(a) The state’s predicted statistics. For the initial conditions

Jﬁi(tkfl) = i‘k71|k71 and
p, (tk—l) — Dk—1|k—1

xrx Txr ?

solve 1), for 2~ (ty), the differential equation
dz=(t) :=m~ (t);

and ii), for P_(ty), the differential equation

A A

dP,(t) == Py () + (P () +QU0):

where

A

[ (1), 0, By, ()] == UTy ( fi, 8 (D), P;,E(t)).

(b) The measurement’s predicted statistics by

(G, PEEY RN = UTy (i 27 (1), Pra(ti))

Yy,
Dklk—1 . pPhlk—1
Pyy " Pyy,* + Ry

119



(c) The state’s corrected statistics by

A N —1
G Pt (P)
T =Tpp—1 + G (yk - @kk_l) ;

Aklk . pklk—1 Sklk—1 ~T
P =Py =GP, G

Definition 5.8. Consider the system (5.44) and the pair of equations (5.45). Suppose
that i) the noises w(t) and ¥ are independent for all t > t, and k > to; ii) w(t), U

and the initial state x(to) are characterized by

~ (fmpa?x) )
——= ~ ([0]5x1, Q(2))
g ~ ([0]nyx1, Br) ;

and iii) the measurements yi, ya, ....yr, are given. Then the Continuous-Discrete

Augmented Unscented Kalman Filter is given by the following algorithm.

Algorithm 12 (Continuous-discrete Augmented UKF (CdAuUKF)). Perform the fol-

lowing steps:
1. Initialization. Set the initial estimates Zop := To and ]%SQLO =P
2. Filtering. For k =1,2,..., ky; set the following elements:

(a) The state’s predicted statistics.For the initial conditions

7 (tg1) = Tp_1p—1 and

A

P, (tk—l) = wa_l‘k_l)

T

solve i), for 2~ (ty), the differential equation
dz=(t) := m~ (t);

and i), for p:;:(tk), the differential equation

A

A N T
P (t) = Py () + (Pryy®)

where

A

() 1= diag (Pra(), Q1))
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(b) The measurement’s predicted statistics by

Lhlk—1 ‘= [(m (tk)) 7[0]519><1

N A T

PRI~ ding ((P;B(tk)) ,Rk> ,
Drjpr, PEFY PHES] = UTy (g, 2y, PEET,

If)k|k—1 o {Ak|k—1}
Yy ’ zy,a (1:nz),(1:ny) ’

(c) The state’s corrected statistics by
. . -1
Gy :=Ppt (PEFY)
Tk =Tppp—1 + Gr (yk - ﬁkk—l) )

Pklk . Pklk—1 PSklk—1 T
P =P —Gkuy Gy -

Note that, by writing the continuous-discrete Unscented filters in these forms we
have, for each of these four filters, analog versions of all particular cases for the AAUKF

in Table 5.3 (e.g., scaled variant, symmetric intrinsically-scaled variant, and so far).

There might be cases in which it would be more realistic to model a given system
not only with the process equation being time continuous, but also the measurement

equation. By doing so, we have the system, for t > tg,

L
8
=
I

fi (z(t)) + dowo(t), (5.46)
he (x(t)) + do(1),

ISy
<
~—~

<~
~—

I

where {w(t),t > to} is the process noise, and {J(t),t > ¢y} the measurement noise,
and are supposed to be vectors of independent Brownian motions (see [24]); and the
other elements are defined as in (2.1) and (2.2).

Following the derivations of the Kalman-Bucy filter (this filter gives the minimum
variance estimates for the linear case of the system (5.46), see [24]), [52] derived Un-
scented filters also for (5.46), namely the Unscented Kalman Bucy Filter (UKBF).

Similarly to the continuous-discrete-time we can obtain the estimation quality of
the UKBF (and also generalize the cR) by writing this filter in the form of our sys-
tematization developed so far. We also i) rename these filters following the reasoning

used for the Unscented filters of this chapter, and ii) propose these filter’s variants for
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the general system

dx(t) = fi (x(t), @ (1)) , (5.47)
dy(t) = hy (x(t),9(1)) ,

For the augmented versions of these Unscented filters, define the augmented func-
tions ff : R"*"= — R™ and h¢ : R™*™™ — R™ such that, for ,

a x(t
A
dik

I(t

Definition 5.9. Consider the system (5.46). Suppose that i) the noises w(t) and 9(t)
are independent for all ¢t > tg and k > to; ii) w(t), ¥(¢) and the initial state z(ty) are

characterized by

~—

) = fi (z(t),w(t)), (5.48)

8

~— ~—

) = hy (2(1),0(1)) .

and iii) the measurements {y(t),t > to} are given. Then the Continuous Additive

Unscented Kalman Filter is given by the following algorithm:

Algorithm 13 (Continuous Additive UKF (CoAdUKF)). For the initial conditions

x(to) := Z(ty) and
pmc(tO) = wa(tO)a

solve i), for Z(ty,), the differential equation
di(t) = in(t) + G(1) (y(t) - 9(1))
and ii), for P,y (ty), the differential equation

A A

APy (t) = Poyia) (t) + Pl () + Q(t) — GH)R(H)G™ (¢);
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where

Definition 5.10. Consider the system (5.47) and the pair of equations (5.48). Suppose
that 1) the noises w(t) and ¥(¢) are independent for all ¢t > ¢y and k > to; ii) w(t), ¥(t)

and the initial state z(ty) are characterized by

l’(to) ~ («f(to); me(t0)> )

and iii) the measurements {y(t),t > to} are given. Then the Continuous Augmented

Unscented Kalman Filter is given by the following algorithm:

Algorithm 14 (Continuous Augmented UKF (CoAuUKF)). For the initial conditions

solve 1), for z(ty), the differential equation

da(t) = m(t) + G(t) (y(t) - 3(1))

and ii), for Pxx(tk), the differential equation

A

APys(t) 1= Prpuy(t) + Pl (1);

where

&, (8) = [ (0)" (0] "
P (t) = diag (Pua(t), Q(1))
Ba(t) = [27 () [0)1m, |,
P (t) = diag (P (t), R(1)) ,
n(t), o, Py (0] = UTs (7,35 (0. P9,
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UKEF’s for the case in which the dynamics are time discrete (the process function)
and the measurements are time continuous can easily be obtained by combined the
filters of this section. However, this type of system is rare in practice; usually the
measurements are modeled with discrete time because they are usually interpreted by
digital machines. Yet, the measurements can be considered time continuous, but in

this case, usually the dynamics are also considered time continuous.

Continuous UKF’s are generally computationally more expensive than Continuous-
discrete UKF’s, and Continuous-discrete UKF’s are generally more expensive than
discrete-time UKF’s. Computing integrals is costly and i) Continuous UKF’s computes
integrals in both the prediction and corrections steps, ii) Continuous-discrete UKF’s
computes integrals in the prediction step, and iii) discrete-time UKF’s do not compute

any integral.

5.9 GUIDELINES FOR USERS

In this chapter, we have proposed a collection of Unscented Filter’s (UF’s) and, in
this section, we present some guidelines to a possible user for selecting one among all
these filters.

In order to choose among all the presented UF’s, let us recall some of their proper-

ties:

e Additive Unscented filters are computationally cheaper than augmented Un-
scented filters, but additive Unscented filters are not suitable to systems whose i)
process noise is not additive relative to the process function and ii) measurement

noise is not additive relative to the measurement function.

e Non Square-root Unscented filters are computationally cheaper than square-root
Unscented filters, but square-root Unscented filters are computationally more

stable than non Square-root Unscented filters.

e For an UF composed of the sigma-representations [1th/N;oRy and lsth NooRg, the

following statements are generally true:
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— the estimation given by the UF is more accurate for bigger values of /; and

ly; recall, however, that in order to have the oR’s with either [; > 2 or
ly > 2, central moments of order 3 of greater are needed, and we rarely have

these moments at every instant of time.

— if a random vector is symmetric, than a symmetric oR of this random vector

will generally be a better approximation than a non-symmetric oR.

— the computational cost of the UF increases with the increase of N; and/or

Nj.

With these properties, we can choose an Unscented filter suitable to a given practical

problem. An user should conjugate the properties above with the following character-

istics of the problem:

1. Form of the (mathematical) dynamic system. The (mathematical) dynamic sys-

tem modeling the practical problem can have one of the following forms:

(a)

Continuous-time or continuous-discrete-time. When one or both the equa-
tions of a given dynamic system are time continuous, we can perform dis-
cretizations of these equations and estimate the resulting discrete-time sys-
tem with a discrete UF. This technique may be advantageous in cases where
the computational efforts of the non discrete filters are high because discrete
UF’s are computationally cheaper than their analogous continuous-discrete

UF’s and continuous UF'’s.

Discrete-time system with additive noise. If the system is in the form of
(2.1), then a discrete-time additive UF should be chosen, such as a partic-
ular AAUKF (Algorithm 6) or AASRUKF (Algorithm 8)—e.g. the filters
in Tables 5.3 and 5.1—; or even a particular [th order Gaussian Additive

Unscented Kalman Filter.

Discrete-time system with non-additive noise. If the system is in the form
of (2.2)—and, naturally, not in the form of (2.1)—, then a discrete-time
augmented UF should be chosen, such as a particular AuUKF (Algorithm
7) or the AuSRUKF (Algorithm 9)—e.g. the filters in Tables 5.2 and 5.4—;
or even an augmented variant of the l[th order Gaussian Additive Unscented

Kalman Filter.

Continuous-discrete-time system with additive-noise. If the system is in
the form of (5.43), then a continuous-discrete-time additive UF should be
chosen, such as a particular (CAAdUKF) (Algorithm 11), or a continuous-

discrete-time variant of the [th order Gaussian Additive Unscented Kalman
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Filter.

(e) Continuous-discrete-time system with non-additive noise. If the system is
in the form of (5.44)—and, naturally, not in the form of (5.43)—, then a
continuous-discrete-time augmented UF should be chosen, such as a partic-
ular (CdAuUKF) (Algorithm 12), or a continuous-discrete-time augmented

variant of the {th order Gaussian Additive Unscented Kalman Filter.

(f) Continuous-time system with additive-noise. If the system is in the form
of (5.46), then a continuous-time additive UF should be chosen, such as a
particular (CoAdUKF) (Algorithm 13), or a continuous-time variant of the
lth order Gaussian Additive Unscented Kalman Filter.

(g) Continuous-time system with non-additive noise. If the system is in the form
of (5.47)—and, naturally, not in the form of (5.46)—, then a continuous-
time augmented UF should be chosen, such as a particular (CoAuUKF)
(Algorithm 14), or a continuous-time augmented variant of the Ith order

Gaussian Additive Unscented Kalman Filter.

(h) Continuous-time or continuous-discrete-time system with either additive-
noise or non-additive noise. This comment is a complement of the comments
1d, le, 1f, and 1g. Even when we have a continuous-time or a continuous-
discrete-time system, we can perform discretizations of this system’s equa-
tions and estimate the resulting discrete-time system with a discrete UF.
This technique may be advantageous in cases where the implementing ma-
chine’s computational power is insufficient to run properly the non discrete
filters—recall that discrete UF’s are computationally cheaper than their

analogous continuous-discrete UF’s and continuous UF’s.

2. Computationally-ill conditions. The choice between a square-root Unscented
filler and an (non square-root) Unscented filter depends on the existence of
computa-tionally-ill conditions. If the filter will have to deal with computationally-
ill conditions—e.g. almost non-positive covariances or poor machine precision—
then we should choose an square-root Unscented filter (e.g. rows 5 to 8 of Tables
5.3 and 5.4, and rows 3 to 4 of Tables 5.1 and Tab 5.2); if not, then choose a non
square-root Unscented filter (e.g. rows 1 to 4 of Tables 5.3 and 5.4, and rows 1
to 2 of Tables 5.1 and Tab 5.2).

3. Form of the state’s pdf. The choice of the oR’s depends on the approximate
form of the state’s pdf at every instant of time. We should consider the following

properties of this pdf:
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(a) Normality. If, at most of the instants of time ¢, the state’s pdf is almost
Normal, then an user should choose oR’s proper to Normal random vectors,
such as the Fifth order set of [47] (Tab 2.1 [4,2]). In this case, a variant of
the Ith order Gaussian Additive Unscented Kalman Filter (Algorithm 10)
would be a good choice; the value of | would depend on the capacity of the

computer in which the filter would be implemented.

(b) Symmetry. If, at most of the instants of time ¢, the state’s pdf is symmetric
but not close to a Normal pdf, then an user should choose minimum symmet-
ric 20R’s, such as the MiSyo R (Corollary 3.4) or the HoMiSyo R (Corollary
3.4). On the other hand, if, at most of the instants of time ¢, the state’s pdf
is not symmetric, then an user should choose a minimum (non-symmetric)

oR such as the MioR (Theorem 3.2) or the RhoMic R (Corollary 3.5).

5.10 CONCLUSIONS REGARDING UNSCENTED FILTERS

In this chapter, we showed that, among the AdUKF’s of the literature, there is only
one consistent with the UT and the system (2.1) (cf. Section 5.1). This is the reason
behind the fact that, when (2.1) is linear, the estimates of most of the AAUKF’s are

not equivalent to the linear KF’s one (cf. Section 2.8).

That consistent AAUKF of the literature was used as a basis to propose our AAUKF
(Section 5.2). Our AAUKF is, nevertheless, more general and better principled because
it is defined using the definitions of UT and o-representation developed in the previous
chapters. Besides, we extended our AAUKF and proposed i) a square-root variant
(Section 5.3), ii) an UKF variant for the more general system (2.2) (Section 5.2), and
iii) a square-root variant of this UKF for system (2.2) (Section 5.2). All the consistent
UKF’s and SRUKF'’s of the literature showed to be particular cases of our Unscented

Filters. Numerical comments are provided in Section 5.5.

We extended even further our systematization of the Unscented Filter. In Section
5.7 we commented how higher order Unscented filters could be defined, and in Section
5.8 we proposed continuous-time and continuous-discrete-time variants of the proposed
Unscented filters.

We also provided i) guidelines for choosing the most suitable Unscented Filter for
a given practical problem (Section 5.9), and ii) numerical examples illustrating the

results of this chapter are given (Section 5.6).

With this chapter we end the theoretical part of our systematization of the Un-
scented Kalman filtering theory for systems in the form of (2.1) and (2.2)—other forms
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are considered in Part II. In the next chapter, we show the good properties of some
UKF’s proposed in this systematization in practical problem of estimating the position

of an automotive electronic throttle valve.
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6. APPLICATION: ESTIMATION OF
AUTOMOTIVE ELECTRONIC
THROTTLE VALVE’S POSITION

In the preceding chapters, the theory of Unscented Kalman Filters was systematized;
in this systematization, new results were introduced, some problems were solved, and
some scientific properties—such as formalism, and cohesion—were consolidated. Al-
though some analytical and some numerical examples were presented to illustrate these
new results, these contributions are theoretical and numerical. Completing the triad
of scientific results—theory, simulation, and experiment—this chapter presents an ezx-
perimental/technological innovation using some of the new UKF’s developed in the
preceding chapters; these filters are used to estimate the position of an automotive
electronic throttle valve. Besides being a practical application of the UKF theory de-
veloped so far, this throttle valve’s estimation is also an innovation on its own, from

the technological point of view.

The electronic throttle valve of vehicles has been intensively improved by the auto-
motive’s industry in the last few years. Made up by a circular plate moving around a
central axis, the throttle valve is a fundamental mechanism used in almost all modern
spark-ignition combustion engines. The throttle’s task is to regulate the power pro-
duced by the engine, and to do so, the throttle controls the amount of air entering
into the combustion chambers. The rich literature has confirmed the importance of

improving the throttle’s functionality, see for instance [114-122] for a brief account.

The throttle is a single-input single-output process. When a voltage is applied in
its input, the apparatus generates an angular movement of the throttle valve; and a

sensor measures the angular position of the valve.

Even though reliable and vastly used by the automotive industry, the sensor of
position is not free of failures at all. In case of failure, the throttle’s functionality
becomes deteriorated, a fact that increases the risks of damage—some specialists ar-
gue that the sudden acceleration in Toyota’s vehicles are related to failures in the
throttle [123, p. 478-479]. Also, failures in the throttle’s functionality may appear
due to tin whiskers [124,125]. In summary, failures in the throttle’s functionality are

unacceptable.

Our main idea to overcome the effects of a failure in the sensor of position is to add

in the circuitry a new sensor. This new sensor is detached from the throttle’s body, but
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it is positioned in series with the throttle’s input so as to measure the electrical current
consumed by the throttle. The measure from the new sensor then feeds Unscented
Kalman Filters, and so the filters estimate the position of the throttle—mnotice that the
filters rely only on the measurements from this new sensor (Figure 6.1; a wattmeter was
added in series with the throttle circuit to measure the electrical current consumed by it
[variable ix]; the real-time position of the throttle [see model in (6.1)] and its estimation
from a Unscented Kalman Filter are denoted by 6, and ék, respectively; the voltage
input is denoted by uy). Although simple, our idea is motivated by the fact that both
the position and electrical current represent system states in the throttle’s model, an
intricate nonlinear model [120,126,127]. Estimating the position of the throttle through

Unscented Kalman Filters sets the main finding of this chapter.

Throttle
Wattmeter
U
_9.
Oy
— Unscented Kalman Filter [———>

Figure 6.1: Diagram of the input-output relationship for an automotive electronic
throttle device implemented in a laboratory testbed.

Unscented Kalman Filters are useful to processes with failures in sensors. For
instance, in this chapter Unscented Kalman Filters are used to estimate the position of
an automotive throttle valve with no sensor of position at all. The practical implications

of the proposed approach is confirmed by accuracy the experimental results (see Section
6.4).

6.1 AUTOMOTIVE ELECTRONIC THROTTLE VALVE

The problem considered in this chapter can be modeled by the following additive

stochastic discrete-time system

Tpp = f(ar) + Foog,
yr = h(zy) + H;
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where x, € ®"* denotes the system’s internal state, y, € @™ the measured output,
wr € P"= the process noise, ¥, € ®™ measurement noise. We suppose that the
matrices F' € R"™*"= and H € R™*™  and the functions f : R" — R"™ and h :
R™ — R™ are given.

Even though successful for many instances, modeling the throttle remains a chal-
lenge since i) its assemblage is not unique, and ii) the throttle presents nonlinear
dynamics due to the stick-slip, hysteresis, restoring springs, and limp-home constraints
[115,120,126,128,129]. Our approach contributes towards the modeling and estimation

of such nonlinear device, as detailed next.

The experiments presented in this section were conducted in a laboratory! testbed
with the following equipments: a unity of Quanser Q4 Real-Time Control Board that
allowed us to communicate real-time data with Matlab-Simulink software; a unity of
Quanser UPM180-25-B-PWM Power Amplifier to supply the voltage and electrical
current consumed by the equipments; and a unity of the automotive electronic throttle
body made up by Continental Siemens VDO, Model A2C59511705, P.N. 06F133062J.
The acquisition card of the Quanser Q4 Board was configured to work with data

sampling fixed at 1 ms.

The throttle is assembled with an internal sensor of position, which maps the range
of operation from zero to ninety degrees into zero to five Volts, in a linear relationship.
The velocity of the valve can be computed by a numerical approximation of the deriva-
tive of the position. The electrical current (electric power) consumed by the throttle

was measured by an ampmeter (a wattmeter).

6.2 MODELING

According to [119] and [130], the throttle can be modeled as a piecewise linear
system. An advantage of this piecewise setup is that it conveys the simplicity of linear
systems to represent the throttle, a nonlinear device. A collateral effect is that of
neglecting some significant nonlinear characteristics. Thus it seems reasonable to join
these two setups into a single one, i.e., both piecewise linear dynamics [119,130] and

nonlinear dynamics [115,120, 126,128, 129] into a single model.

The automotive electronic throttle body is usually represented by a three-dimensional

system [120,126,127,131]; the three states of the system are (i) the angular position

Tn the Control, Dynamics and Applications Laboratory (CoDAlab) at the Universitat Politecnica
de Catalunya, in Barcelona, Spain. We would like to acknowledge the professors Leonardo Acho
(with the CoDAlab) and Alessandro Vargas (with the Universidade Tecnoldégica Federal do Parand,
in Parand, Brazil) for collaborating on developing the results of this chapter.
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of the throttle valve 6, (ii) the angular velocity of the throttle valve p, and (iii) the
electrical current consumed by the throttle i. The voltage applied in the terminals
of the throttle represents the input of the model (i.e., u), recall the scheme shown in

Figure 6.1.

The model used here is based on the physically driven, traditional continuous-time

model (e.g. [126, Eq. (6)], [120, Eq. (6)], [127, Eq. (8)])

d 9k 0 a12 0 9k 0 0
|9k T |02 G22 az3| |0k + 0] w + |00k, 08) | (6.1)
U 0 az ass| |ix b 0

where ¢ : R? — R denotes a piecewise linear function. Each paper [120, 126, 127]
proposes a distinct format for the function ¢(+), so that there is no general consensus
on ().

Interestingly, experimental data indicated that the non-linearities of the throttle are
more noticeable when the position of the throttle valve is near to the closed position; the
effects of non-linearities decrease as long as the valve opens. This motivated us to split

the region of operation of the throttle in three main regions, aiming for improving the
throttle’s nonlinear representation: ©; = [0°,8°], O, = (8°,16°], and O3 = (16°,90°].

Under these three regions, we considered a discrete-time version of (6.1)—a discrete-
time system was chosen to reduce the computational effort of the Unscented filters;
in fact, discrete UF’s are usually computationally cheaper than continuous UF’s (cf.

guideline 1h of Section 5.9)—; namely, with
Ty = [01 X 0, Ok Zk]T c R3,

the usual Euler discretization is applied in (6.1) to obtain

1 & o 0 0
vep = [a8) af) ol [ e+ | 0 | w+ Fop+ [ sen(on) + ¢ sgn(f — 1) + &7 | 5
0 af alf b) 0
0 €O, s=123 Vk>0; (6.2)
where the values of a\3, ..., a%),b®), . ... &P, s =1,2,3, are available in Table 6.1;

these values were identified according to a procedure described later. For the moment,
notice in (6.2) that the sth mode is active at the kth stage when 6 belongs to the set
Os.
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Table 6.1: Parameters of the nonlinear stochastic model representing an automotive
throttle body.

Parameter s=1 s=2 s =
al?) —0.003  0.0021  0.0442
as) 0.148  —0.143 —0.0192
as) 0.9625  0.9941  0.7981
ay) —0.8673 1.8944  0.3538
as) 0.0005 —0.0004  0.0349
aly) 0.944  0.9514  0.9043
b 0.0741  0.0346  0.0442
) —0.0654 —0.1068 —0.0055
&) —0.007  0.0529  0.0615
) 0.2255 —0.3419 —0.0862

6.3 IDENTIFICATION

Persistent excitation signals were applied in u;, and the corresponding real-time
system state x; was measured and stored. An amount of 3.8 million of points were
used in uy, and they were carefully chosen so as to excite all the possible input-output
relations for the throttle. Indeed, the values of u, were obtained by passing a train of
pseudo-random rectangular pulses, with time-varying random amplitudes (from 0 to
10 Volts), through a fourth-order Butterworth low-pass filter with a cutoff frequency
chosen randomly between 0.01 and 60 Hz.

The parameters of (6.2) were chosen so as to minimize the mean square error
between part of the collected data and the simulated data from (6.2) (with w, = 0).
In this procedure, we used three blocks of data, and each block contained input-output
data with ten thousand points generated via persistent excitation signals plus a DC
offset.

After obtaining the parameters of (6.2) (cf. Table 6.1), we checked the statistical
properties of the term wy, as follows. We calculated the error e, = xp — Tj, where
xy, satisfies (6.2) with wy = 0 and &, represents the corresponding real-time measured
point; in this evaluation, we used all the previously stored 3.8 million of points. Based
on the calculated error, we made a statistical analysis (see Figure 6.2 for a pictorial
illustration), which suggested that {wy} is a Gaussian stationary process and F in
(6.2) is

F = diag (v/0.35,0, V0.18).

A minor bias was detected in e, with mean error of 1.5° for angular position and

—0.12 A for electrical current (see Figure 6.2). Although the error bias was not repre-
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sented in the model (6.2), it was accounted appropriately in the estimation procedure,

the main experimental part of this chapter, to be detailed next.

Mean: 0.15. Variance: 0.38 ) Mean: 0.12. Variance: 0.18

1.
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Figure 6.2: Automotive electronic throttle device: normalized histogram showing the
error between the model and real-time data. The picture in the left (right) shows the
error for the position (electrical current) of the throttle. The histograms tend to follow
Gaussian functions with null mean and variance as indicated.

6.4 CASE STUDY: AUTOMOTIVE ELECTRONIC THROT-
TLE VALVE WITHOUT SENSOR OF POSITION

As previously discussed, a failure in the sensor of position is undesirable because it
increases the risks of damage (e.g., [124]). To mitigate the effects of an eventual failure
in the sensor of position, we suggest the use of Unscented Kalman Filters accompanied
by measurements from an additional sensor, detached from the throttle’s structure but
connected to it electronically, as shown in Figure 6.1. Showing the usefulness of this

simple strategy represents the main contribution of this chapter.

To clarify our main contribution, we assume hereafter that the sensor of position
is damaged. In this situation, we use a wattmeter in the circuitry of the throttle, as

depicted in Figure 6.1.
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Remark 6.1. Any instrument generating measurements that depend on the current iy
could be used in place of a wattmeter. For instance, the wattmeter reads the power

consumption Z% plus some imprecision ¥y, , i.e.,
yr = ip + 0, Yk >0, (6.3)

where {9} represents a standard Gaussian stationary noise. With h(-) being any
continuous function, instruments giving measurements in the form y, = h(ig) + 9%
could be considered in place of (6.3). In our experiments, the wattmeter was the

chosen sensor due to its low-cost.

The value of measurements y;. fed the Unscented Kalman Filters, which produce O,
an estimation of the position 6. Generating 0), in practice for the automotive throttle

device reinforces the contribution of this chapter.

We use the following Additive Unscented Kalman Filters (AdUKE’s):

1. Homogeneous Minimum Symmetric Additive Unscented Kalman Filter (HoMi-
SyAdUKF, Tab 5.3 [1,3]), which is equivalent to the UKF of [1] (second row of
Table 2.3);

2. Rho Minimum Additive Unscented Kalman Filter (RhoMiAdUKF, Tab 5.1 [1,3]);

3. Minimum Additive Unscented Kalman Filter (MiAdUKF, Tab 5.1 [1,2]).

These three filters were evaluated in simulation and experiments with n = 3, Zg
=100 0]", and P% = I, as follows.

1. (Simulation). Two million points were considered in the input ug. Then these
points were used in (6.2) to compute both the statistical mean of (6.2), say Zy,
and the estimation value from the AdUKE’s, say ;. The position error is
obtained by extracting the first element from the computed vectors to obtain

€ = 8k|k - Qk.

2. (Experiment). The same input uy used in the previous item [1. (Simulation)]
was also used in the laboratory testbed to generate ¢, which denotes the value
collected from the wattmeter in practice. Both wu; and ¢ were applied in the
AdUKEF’s to generate a estimations of the system state, say :iZTz The first element
of the vector &y is 057}, the estimated position. The sensor of position was used
to generate 6, the real value of the position of the throttle. Finally, the error

produced by the estimation procedure was computed in e, = ézT,tc — 0.
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Table 6.2 presents the values of the mean and standard deviation of the error for the
three filters for both cases, simulation and practice. As expected, the error in the

simulation is smaller than the one observed in practice.

Table 6.2: Measure of the mean and standard deviation of the error produced by Un-
scented Kalman Filters when they were used to estimate the position of an automotive
throttle body.

Simulation Experiment
UKF Filters ~ Mean (°) Std (°) Mean (°) Std (°)

HoMiSyAdUKF  —0.090 4.002 2.206 6.749
RhoMiAdUKF  —0.071  4.061 2.225 6.696
MiAdUKF —0.078  3.983 2.219 6.560

From Table 6.2, it can be said that all filters produced a practical error of around
2.2° £+ 13.4° with a confidence interval of 95% (c.f. [132, Sec. D3, p. 553]). This
signifies that the filters recovered the information of the position in practice with a
precision close to 2.2° +13.4°. Subtracting the result by the bias error of 1.5° observed
in the model (see Section 6.2), the estimation can be adjusted to the improved value
0.7° £ 13.4°. These findings reinforce the contribution of this chapter.

Concerning the individual performance of each filter, the UKF introduced in this
work (the MiAdUKF) provided the smallest standard deviation in both the simula-
tion (3.983, Tab 6.2 [4,3]) and experimental cases (6.560, Tab 6.2 [4,5]). The supe-
rior performance of the MiAdUKF over the HoOMiSyAdUKF is further highlighted by
the difference in their computational effort; the MiAdUKF (and the RhoMiUKF) is
lighter—it uses n, + 1 sigma points—than the HoMiSyAdUKF—it uses 2n, + 1 sigma
points. Summarizing, the MiAdUKF was the best filter relative to the computational

cost and the estimation quality.

For sake of illustration, part of the data is depicted in Figure 6.3. As can be seen,
the estimated position recovered the real position within the prescribed accuracy (i.e.

0.7° + 13.4°).

6.5 CONCLUSIONS REGARDING THE ESTIMATION OF
THE THROTTLE VALVE

The findings of this chapter have practical implications, with special interest to
automotive electronic throttle devices. Throttle device often have a unique sensor that
measures the angular position of the throttle’s valve; thus, failures in this solitary

sensor increase risks of damage in the whole system. Wishing to mitigate the impact
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Figure 6.3: Real-time position (measured) and estimated position for an automotive
throttle device. The estimated position was calculated by an Unscented Kalman Filter,
which was fed only with measurements of the electrical power consumed by the throttle.

of a failure from the sensor of position, we suggest an approach that joins Unscented

Kalman Filters with measurements produced by a wattmeter.

The novelty here relies on the use of a wattmeter to measure the electric power
consumed by the throttle. As detailed in Remark 6.1, the wattmeter was preferred due
to its low cost. However, any other kind of instruments could be used in place of a

wattmeter without necessity to modify the proposed technique.

Measurements from the wattmeter feed UKF’s, and these filters, in their turn,
generate estimates for the position of the throttle. To the best of our knowledge,
this work is the first to combine a filter with an external sensor aiming to improve a

throttle’s functionality.

Experiments that were carried out in laboratory showed promising results—the
experimental data suggested an error of 0.7° + 13.4° (confidence level of 95%) for the
estimated position. This finding was quite accurate, since the estimation was taken
over a range from 0° to 90°. This evidence corroborates the novelty of this chapter’s

approach.

This chapter closes Part I. In this part, by reviewing the Unscented Kalman fil-
tering theory’s state-of-the-art, we showed some inconsistencies and gaps within this
theory (Chapter 2). In consequence, in Chapters 3, 4 and 5 we proposed a system-
atization that is able to clear these inconsistencies and fill these gaps. Besides, new
results were introduced with this systematization. Most of the results provided by
this systematization were illustrated in numerical examples. Finally, in this chapter, a
new experimental /technological technique was proposed using some of the new UKF’s

proposed with in the preceding chapter. Summing all the achievements of this part,
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we can say that the developed theory so far is elegant, precise, strong; and have been

verified in numerical simulations, and practical experiments.

kokokokokokoskosk sk

Recall that all this theory developed so far is based on the concepts of stochas-
tic dynamic systems—either in their discrete-time forms (2.1) and (2.2), or in their
continuous-time form (5.43) and continuous-discrete-time forms (5.44). Note that, for
all these systems, the variables—the state vector, measurement vector, and noises—
take values in Euclidean spaces. Such Euclidean systems can be used to model numer-
ous practical problems; yet, for certain practical problems, it might be better to use

other classes of systems.

When we want to determine a dynamical model involving rotations and/or orienta-
tions, it may be advantageous to use unit quaternions rather then rotation matrices—
these matrices are the natural way to model rotations in an three-dimensional Euclidean
space. Hence, we can consider stochastic dynamic systems where at least some of their
variables are unit quaternions; in this case, we could inquire whether the systematiza-

tion developed so far can be extended to such unit quaternion systems or not.

Some fundamental concepts used to develop the theory of the preceding chapters—
mainly the ones regarding the theories of probability and statistic—are not yet devel-
oped for unit quaternions, particularly. Nonetheless, there are some of these concepts
developed for Riemannian manifolds, which is a general case of the set of unit quater-

nions.
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Part 11

Unscented Kalman Filtering on

Riemannian manifolds
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7. UNSCENTED KALMAN
FILTERING FOR QUATERNION
MODELS WITH ADDITIVE-NOISE

Euclidean state space models are adequate for problems whose dynamics can be consid-
ered as motion of dimensionless material points, that is, linear displacements and veloc-
ities. However, for extensive bodies, besides these linear extension characteristics, the
body pointing direction and angular (rotational) movements are important [133-135].

In this chapter we consider filtering for rotating systems.

Within Euclidean spaces, rotations of 3-dimensional bodies are mathematically rep-
resented by an action (the usual matrix product) of the group of orthogonal 3 x 3
matrices with determinant equal to 1; these matrices are called rotation matrices, and

this group is called the Special Orthogonal Group and denoted SO (3).

Nevertheless, modeling rotations with unit quaternions may be advantageous com-
parative with rotation matrices. Performing calculations with the SO (3) is often
computationally expensive, but we can consider computationally-efficient parameter-
izations of this group such as Euler-angles, rotation vectors, and unit quaternions'.
Among other good properties, unit quaternions do not have singularities when repre-
senting rotations [33]. Unit quaternions form the set of points distanced by 1 (by the
usual notion of distance in Euclidean spaces) from the origin of the R*; this set is called

the 3-sphere and denote by S3.

We consider the following quaternionic pair of equations modeling a rotating system:
z, = [ (mk—la Wk) )
Yy, = i (wku ﬁk) ;
where

1. kis the time step, @, := (xx, 1) the internal state, y, := (y,, yx) the measured
output, @, := (o, @) the process noise, and 19;C := (U, Jk) the measurement

noise;

2. xp € "y € O™ wy, € P, and ¥, € P™?; and

'We say parameterizations of the group SO (3) with an abuse of language, because we should rather
refer to parameterizations of the set of rotation matrices.
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3. Ty, Y., @k, and Iy, take values on S?; they are “random unit quaternions”—
by “random unit quaternions”, we mean functions mapping from a set of events
to S3; in this chapter, we work only with this intuitive notion because the Un-
scented literature still has not presented a formal definition for these “random
unit quaternions”; later, with the theory developed in the following chapters, we

will introduce a consistent way of defining the “random unit quaternions”.

We suppose the distributions of zo,, 9, and the initial state @y are characterized
by Gaussian, multidimensional-real-valued parameterizations®>. We can find (7.1) be-
ing used to model rotations or attitudes concerning spacecrafts [48, 138, 139], inertial
navigation systems [48, 140], assisted surgeries [15, 141], pedestrian localization sys-
tems [142], and others.

In this chapter, we treat only additive-noise Unscented filters (UF’s)—UKEF’s and
SRUKF’s—for the system (7.1) because the majority of the UF’s for rotating systems
with unit quaternions are additive-noise filters (cf. [48,138,139,142-159] and [160])—
meaning that, in these Unscented filters, i) the mean and covariance of @, are added,
respectively, to the ones of fi (zx_1); and ii) the mean and covariance of 19;C are added,

respectively, to the ones of hy (xy).

However, for now, we will not consider a closed-formed for a additive-noise quater-
nion model [additive-noise cases of (7.1)], because all the additive-noise quaternion
models associated with the additive-noise filters of the literature present problems (see

Remark 7.1). Instead, we will work with the following additive-noise quaternion model:

! ! /
T, = fk (wk—l) D w,,
!

Yy, = (mkv) © Yy (7.1)
where, for the “random unit quaternions” g with mean g and covariance Py, and p

with mean p and covariance P,; g @ p is an well-defined operation (closed under the

S3) with mean

qoOp:=qdp

and covariance
Pq@p Z:P[I@PI—,.

We will work with system (7.1) temporarily; with the theory developed in the following

2We do not consider the Unscented filters of [136] and [137]; even though this is an Unscented
filter for rotating systems with unit quaternions, the system in [136] is modeled with the Bingham
Distribution, and in [137] with the von Mises-Fisher Distributions. These approaches deviate from
the analysis of this chapter, which deals with Gaussian Distributions. See also the comments at the
beginning of Chapter 8.
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chapters, we will introduce a consistent way of representing additive-noise quaternion

systems.

Extending the Unscented Kalman filtering theory developed in Part I to quaternion
models is not trivial. All the UF’s pertaining to our Euclidean systematization are
composed of i) sums and ii) multiplications by scalars, but unit quaternions are not

closed under these operations.

The Unscented literature already has some Unscented filters for quaternions sys-
tems. In this chapter, we analyze all the diverse additive UKF’s and SRUKF’s for
quaternion systems proposed in the literature—considering essentially distinct algo-
rithms, we can enumerate the following works [48, 55, 138-140, 142-161]. From this
analysis, we show that i) a considerable amount of these filters do not guarantee the
quaternion norm to be the unity; and ii) all UKF’s preserving the quaternion norm
are particular cases of a new algorithm, namely the Quaternionic Additive Unscented
Kalman Filter (QuAdUKF) for additive-noise quaternion models (Section 7.3.1). In-
deed, the QUAdUKF can result in any of additive quaternionic UKF’s of the literature
by particular choices of a o-representation, weighted mean method, and vector param-

eterization of the S® (possible choices are provided).

We also introduce a square-root extension of the QuUAdUKEF, the Quaternionic Ad-
ditive Square-Root Unscented Kalman Filter (QuAdSRUKF ), having better properties
than all the SRUKF’s for quaternion systems of the literature (Section 7.3.2). By
simply choosing a particular o-representation, a method for the weighted mean, and
a vector-parameterization of the S%; we obtain a list of new SRUKF’s for quaternion
systems having better properties than any SRUKF for quaternion models of the liter-

ature.

This superior performance of the QUAASRUKEF is illustrated in the numerical sim-
ulations of Section 7.4.2. In these simulations, we show that, in some computationally-
unstable conditions, the QuUAdSRUKEF is able to provide good estimates in scenarios
where even the most successful and/or new additive UKF’s and SRUKF’s for quater-
nion models fail to do so (Section 7.4.2.3). Furthermore, even in normal (computationally-
stable) conditions the QuAdSRUKEF outperforms the Unscented filters of the litera-
ture by presenting better estimates (Section 7.4.2.2; the second smallest mean error is
10,56% higher than the error of the new SRUKF).

Remark 7.1. All additive-noise versions of (7.1) associated with the additive-noise fil-
ters of the literature— [48,138,139,142-159]—present problems. These additive-noise

Unscented filters are associated with three classes of models:

1. in [48,138,140, 150, 153-155] and [139], the quaternion models are written in the
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following form:

/ / ’
z;, = fr (wkq) + Wy

Y = hi () + 0 (7.2)
which may result in the state variables x;, and ¥, taking values outside of S3.

2. in [143] and [160], the quaternion part of the process equation is written in the

following form:

(® represents the quaternion multiplication; see Section 7.1.1). However, in this
case, their additive UF’s—recall that, in additive UF’s, the mean and covariance
of the process noise are added, respectively, to the estimate’s of the predicted
state’s mean and covariance—are not consistent with the associated quaternion
model because generally, from (7.3), neither the mean of @) (&), is given by
) +

fi(@r_1) + @; nor the covariance of xy (P, ) is given by Pf;c($k—1)f;;(wk—l

Po\ o) -

3. [144,145,147-149,151] and [152], the quaternion noises are not written in the
considered system. Even though the UF’s are with the means and covariances of
the process and measurement noises, the equations of the quaternion models are
presented without these noises. Naturally, in these cases, we can not determine

what is the considered noisy model.

From the analysis of this Remark, we can say that writing a consistent additive-noise
version of (7.1) is not trivial. With the theory developed in the following chapters,
we will present a consistent way of representing additive-noise quaternion systems (see
Section 9.3.1).

Kokoskokokoskoskoksk

Before presenting the additive UF’s for quaternion models of the literature, we
present in the next section i) the main concepts of the quaternion algebra, ii) how unit
quaternions relates with rotations, and iii) how to parameterize the set of unit quater-
nions with vector spaces; we will need these concepts when developing the Quaternionic
UF’s.

The Unscented filters for quaternion models of the literature are analyzed in Section

7.2. By investigating how each of these filters, we i) divide these filters under some
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categories, one of them being the filters preserving the norm of the unit quaternions
at every step; and ii) identify and classify, particularly, the solution given by each of
these filters to each one of the steps in UF’s for Euclidean systems that are difficult to

extend to the case of UF’s for quaternion models.

Afterwards, in Section 7.3, we i) unify all the UKF’s preserving the norm of the
unit quaternions at every step in one single algorithm, the QuAdUKF; and ii) intro-
duce a square-root variant of this unifying algorithm, the QuAdSRUKF, having better

computational properties comparative with all the SRUKF’s of the literature.

Finally, in Section 7.4, we illustrate some of the results of the chapter in numerical

simulations.

7.1 QUATERNIONS AND THEIR PARAMETERIZATIONS

Quaternions form a four-dimensional algebra over the real numbers and can be
used to parameterize the SO (3) [162]. By the fact that “globally nonsingular three-
dimensional parametrization of the rotation group is topologically impossible”, they are
a good choice to represent rotations in comparison to other three dimension parameter-
izations, such as the Euler angles; unit quaternions are singularity-free representations
of rotations [34].

7.1.1 Quaternion Algebra

The algebra of quaternions, denoted by H, is generated by its basis elements 1,7, j

and ]AC, whose multiplication is defined pairwise as [162]:

—==k —kj=jk=12 —tk="Fk =)

an element of H is of the form

q:=q +ig+ jgs + kg = q1 + g

where q1, q2, q3, g4 € R are called the Euler symmetric parameters or the Fuler-Rodrigues
parameters [34]; v, = [1, 7, l%] the imaginary vector unit; and q := [qo, q3, )7 € R3
the quaternion vector. We call Re(q) := ¢ € R the real part or the scalar part of

the quaternion, Im (q) := ¢ the imaginary part of the quaternion (in analogy with
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standard complex numbers). We should take care to the fact that some works define
a quaternion by interchanging the order of the real and imaginary parts such that
q = iq + jg + kaz + qa (cf. [48,161]). The sum (subtraction) of two quaternions
a = ay + tas + jaz + l;;a4 and b = by + by + jbs + l%b4 is defined by

a:i:b2:(11:|Zb1+’Z(a2:|:b2)+j(a3:tb3)+]%(a4:tb4),
and the multiplication by

a® b:= (al + iag +ja3 + /%a4> (bl + ibg + jb3 + ]2’54)
= (a1b1 — a2b2 — a3b3 — a4b4) + i(ale + b1a2 + a3b4 — a4b3)
—l—j(a1b3 — a2b4 -+ Cbgbl -+ a4b2) + ]2’ (a1b4 + a2b3 — ang + a4b1) . (74)

For a quaternion q, ¢~* € H is its inverse if

q®q '=q'®q=1.

In analogy with complex numbers, the norm and the conjugate of q are defined in order
to calculate the inverse of an arbitrary quaternion. The conjugate of a quaternion q,
q* € H, is given by

q" :=Re(q) —1mlm(q);

and the norm by

lg|l :== v/Re? (@) + Im” (¢) Tm (q).

If [[q|| # 0, then
a_ T
q = PR
Iqll
If ||g|| = 1, we call q a unit quaternion or quaternion of rotation. The set of unit

quaternions forms a group under the quaternion multiplication defined in (7.4), but
not under the sum nor the scalar multiplication [33], hampering the creation of UKF’s
for quaternion systems (see Section 7.2). For a rotation of an angle 6 around an unit

vector n*, there are two associated unit quaternions q and q’ such that [162]

N (D) o
= cCos | = 1y S| — |, = —(q.
q 9 9 q q

Therefore the SO (3) can be parameterized by unit quaternions, but the set of all unit

quaternions covers the SO (3) twice.
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7.1.2 Vector Parameterizations of Unit Quaternions

Unit quaternions might be a good choice to model rotations. Sometimes, neverthe-
less, computations of unit quaternions may become problematic, and it may be conve-
nient to use vector parameterizations of the S* such as rotation vectors (RoV’s), gen-
eralized Rodrigues vectors (GeRV’s) or quaternion vectors (QuV’s)—if v = [vy, ..., v,]"
is one of these vector parameterizations, then the scalars vy, ..., v, are the parameters
of these parameterizations, e.g., if v = [vy, ’U2,’U3]T is a GeRV, then vy, vy, and v3 are

the parameters; indeed they are known as the GeRV parameters (cf. [48,163]).

For a unit quaternion q := q; + 2,7 ¢ with ||¢|| # 0, the RoV ¢%,;- associated with
q is given by
QtoROV (q) = ghy (7.5)

where [148]:
Qhoy = 2arccos (q1) HZH; (7.6)

and the inverse transformation, for ||¢%, || # 0, is given by

RoVtoQ (¢hov) == @ (7.7)
where lghov I ghov
o q})%oV ) q%oV . < qy%oV >
q = cos + U,y sin . (7.8)
( 2 HQROVH 2

A GeRV can be viewed as a stereographic projection of a unit quaternion. As the
name generalized Rodrigues vector suggest, (standard) Rodrigues vectors are particular
cases of GeRV’s [163]. While Rodrigues vectors have singularities at ¢; = 0, GeRV’s

can modify the location of its singularities by changing a tuning parameter (a below).

For a unit quaternion q := q; + 2,,q, the GeRV ¢¥.p € R? associated with g is
given by
QtoGeRV(q) = ¢¢cry

where

q

l:=2(a+1), qtery =1 ,
( ) dGeRV a+q

(7.9)

a # —1 is a chosen parameter and [ is a scaling factor (see [48] for more details). The

inverse transformation is, for a # —1, given by

GeRVtoQ (¢éery) == 4q
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where

l:=2(a+1),

 —allgger I+ VB + (1= a2)||ghey |
1-— 9 v 2 J
2+ ||g&ery |l

q=1"[a+ q] ¢Gery

q:=q +tmg.

For small rotations, the mapping of an unit quaternion to its own QuV can also be
viewed as a parameterization of the S3. For q := q; + 2,,q , its associated QuV Ouv
is given by

QtoQuV(q) := qhuv
where [138]
Wuy =4 (7.10)

and the inverse transformation, for Hq&uVH <1, by

QuVtoQ (quuv> =q

q = /1 = || g8y | + 2mabur- (7.11)

However, all these vector parameterizations have limitations. The RoV parameter-

where

ization has a singularity at the origin, the GeRV presents two singularities [163] and
the QuV is only valid for small rotations. In fact, QtoRoV (e) is not defined for ¢ # 0
[cf. (7.6)]—for ||¢|| — 0, the limit of QtoRoV (q) is 2¢—and the exponential of a unit
quaternion is not defined at the origin [||¢h,/ || = 0; cf. (7.6)]—for ||¢h,v || — 0O, the
limit of RoVtoQ (¢%,,) is 1 + 0.52,¢%,,- GeRV’s, on their turn, have singularities
whose locations depend on the value of the chosen parameter a in the left equation
of (7.9) (see [163] and [48] for more details). For instance, consider a = 0 (the case
of the standard Rodrigues Vector), then, from the right equation of (7.9), the singu-
larities would be the unit quaternions g with ¢g; = 0. As for QuV’s, from (7.11), the
transformation from a QuV ¢g,; to a unit quaternion q := ¢ + 2,9 is not defined
for Hqg?UVH > 1, since it would result in a complex ¢; (remember that, by definition,
¢1 € R). Besides, (7.10) is, in reality, an approrimating parameterization of q which
is good only for small values of ¢;. Hence, this transformation cannot be viewed as
a parameterization of the entire S* (and consequently of the entire rotation group),
but only of the part of the S associated with small rotations [in this work, QuV’s are

called parameterizations of the S? in this sense].
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It might be convenient to use vector representations of the S® when developing
UKF'’s for quaternion models. Representing rotations by unit quaternions is convenient
in general. In some cases, nonetheless, we need to perform operations that are not
well-defined in S® such as multiplications by scalars and additions. In such cases,
representing unit quaternions by vectors parameterization might be convenient; and
developing UKF’s for quaternion models is one of these cases where multiplications by

scalars and additions are required.

For easy reference, we define the function QtoV standing for any consistent vector
parameterization of the type S* — ¥ (e.g. QtoV € {RoVtoQ, GeRVtoQ, QuVtoQ})
where 7 is a vector space; and VtoQ to the inverse of QtoV (e.g. VtoQ € {QtoRoV,
QtoGeRV, QtoQuV}).

7.2 UNSCENTED FILTERS FOR QUATERNION SYSTEMS

UKF’s and SRUKF’s were firstly defined for Euclidean dynamic systems and using
them for quaternion models is not trivial. The UF’s pertaining to our Euclidean sys-
tematization are composed of i) sums and ii) multiplications by scalars (cf. Algorithms

6, 7, 8, and 9), but unit quaternions are not closed under these operations.

For instance, the classical UKF of [2] is given by the following algorithm:

Algorithm 15 (UKF of [2]). Perform the following steps:
1. Previous estimates at time step k.
(a) Tp_1jk-1, wa_”k_l and a measurement Yy are given.
2. Sigma points

(a) Previous sigma points: choose k > —n, and set, for 1 <i < n,, the sigma

points
xo = Tp—1]k—1 (7.12)
Xf}—l'k‘—l = jk—”k—l + [\/(”g; + [{) < AII_IUC—I + Qk‘)‘| (713)
TRt e — [\/ (na + 5) (Po 1"+ Qk)] (7.14)

and set the weights

K 1
Wi = Wigp, = —————.
e 9 (ng + k)

(7.15)

Wy =
Ny + K’
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(b) Predicted sigma points: for 0 <i < 2n,, set

Xflk_l = fx (Xf_llk_1> ; %Mk_l = hy (xf_llk) . (7.16)
3. Statistics. Set
2Ny
Brjer = 2wixg (7.17)
i=0
2ng
P =3 wy (Xf‘k_l - fk\k—l) (0)" (7.18)
i=0
2Ny
Gie-1 = D wi (7.19)
i=0
2N4
PSklk— klk—1
Pyt = 2“%‘ (%'| - ykvf—l) (0)" + Ry (7.20)
Phlk=1 _ &z klk—1 . -1« T - o1
wy Zwi (Xi - xk\kfl) (%‘ - yk|k71) . (7.21)
i=0

4. Posterior estimates. Set
N A —1
G = P@kq (P;Jml)
Vi = Yk — Urjk—1

Tk = Tppp—1 + G

Pklk _ Pklk—1 Sk|k—1 ~T
P =Ph =GP Gy

Some equations within this algorithm are composed of sums of unit quaternions,
and/or multiplications of unit quaternions by scalars. Naturally, these operations most
often result in non unit quaternions. They happen on the computation of the [we will

refer to the following items as problematic operations (po’s)]:

1. previous state’s oR: (7.13) and (7.14);

2. predicted state’s estimate: (7.17);

3. predicted state’s covariance: (7.18);

4. predicted measurement’s estimate: (7.19);
5. predicted measurement’s covariance: (7.20);
6. predicted cross-covariance: (7.21);

7. innovation term: (7.23);
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8. posterior state’s estimate: (7.24).

Similar analyses can be developed for each of the particular version of the UF’s for
chapter 5. In order to develop consistent UKF’s for quaternion models, we must give
proper solutions to the problems concerning each of these equations when quaternion

algebra is considered.

Within the literature, more than one solution has been given to the problem of cre-
ating additive UKF’s and SRUKF’s for quaternion systems—e.g. [48,55,138-140, 142—
161]. Some works use the same algorithms of the UF’s for real systems in quaternions
systems (these works are not considered in the comparative study that follows), that
is, they do not take into consideration the norm restriction (e.g. [15] and [141]); others
do take it into consideration, and can be divided in three groups according to how they

treat this constraint:

1. a first group treats the norm constraint of the unit quaternions, but do not

preserve them in any po (first row of Table 7.1);

2. a second group preserves the norm of the unit quaternions norms only in some
(but not all) po’s (second row of Table 7.1);

3. and a third group preserves the norm of the unit quaternions norms in all the
po’s (third row of Table 7.1).

Table 7.1: Classification of additive UF’s for quaternion models of the literature ac-
cording to how these filters treat the norm constraint of the unit quaternions.

Unscented Filters Algebraic characteristics

treat the norm constraint,
but do not preserve them in any po
143 146,151,153, 159, 160] preserve th.e norm coristraint
only in some po’s

[48,138-140, 148,150,152, 154,155,161] preserve the norm constraint in all po’s

(55,142, 147,149, 156 158]

Among the group 1), essentially two approaches can be found. First, in [55],
three UKF’s for systems subjected to a constraint equation are presented, to name
the Equality-Constrained Unscented Kalman Filter (ECUKF), Projected Unscented
Kalman Filter (PrUKF) and Measurement-Augmentation Unscented Kalman Filter
(MAUKF), also used by [142, 147,149, 157] and [158]). “These approaches do not
guarantee that the non-linear equality constraint... is exactly satisfied, but they pro-
vide approximate solutions” [55]; a combination of the PrUKF with the MAUKF is
shown to increase their performances [156]. Second, in [145,151,153], a normalization

is performed after the posterior estimate of the state is calculated (see Section 7.2.2.1
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for some restrictions concerning this technique) in the following way: suppose that a
quaternion corrected estimate of the state :f:;g“g cH (:%;flk ¢ S3) is given, then the unit

quaternion corrected estimate is

In the UKEF’s of the group 2), the quaternion norm is guaranteed to be the unity
in some steps, but in others not: in the po 8) in [143]; 2) in [160]; in po’s 1), 3), and
6) in [144]; 1), 3), 6) and 8) in [145,146] and [159]; 1), 2), 3) and 6) in [151] and [153].

All the filters in the group 3) use vector parameterizations of the S® (see Section

7.1.2) in order to treat the po’s; they are studied in the following subsections.

7.2.1 Previous State’s Sigma Representation

Table 7.2 presents the oR’s used in each UF of the literature. All the oR’s require
operations of additions and/or scalings. As a result, in order to obtain oR’s for quater-
nion state variables, all the UF’s preserving the norm of the unit quaternion use some
vector parameterizations of S* (see Section 7.1.2).

Table 7.2: Sigma-representations used by each of the UKF’s and SRUKF’s for quater-
nion systems.

Unscented Filters oR or sigma set (SS)

48,143,147,152,155,161,164] HoMiSyoR (Corollary 3.4)
55,138,139, 145,148,154
[14[2,144, 151,153,157, 158, 1]60} oR of [41] (Table 2.1 [4,1])
(140, 146, 150] SS of [46] (Table 2.1 [2,2]) ®
*The set of [46] is, generally, not a 0R because it matches the mean and the covariance
of the previous random vector only for the scalar case (cf. [23]). We keep it in this
classification in order to simplify the exposition.

In the following, for a quaternion g € S®, ¢¥ stands for any vector parameterization
of g. Since the vector parameterizations of the S® present limitations (cf. Section 7.1.2),
some UKF’s for quaternion systems of the literature use deviation quaternions (or error
quaternions as in [48]), which are intended to represent small rotations (we have not
seen any proof in this sense), and hence can possibly overcome these limitations. A
deviation quaternion is represented and defined with q; and its vector parameterization,

called deviation vector, by ¢".

Consider the system (7.2), and suppose that at time step k, &_1jx—1 (the previous
state’s estimated) and P2FF=1 (the covariance of a vector parameterization of the

previous state) are given. Consider also the function oR(-) defined in (3.9). Then the
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previous deviation vector o-representation is obtained by

N

R = T o wi = oR ([0, PY) 0 (7.26)
in [142,144,145,148,150,152,160]; or by
N N
R = I e wf wi = oR ([0, PR QR (7.27)

in [48,138,143,149,155,159] where Q% € R3*3 is the covariance of a vector parameteri-
zation of =}, (the quaternion part of the process noise). In the UKF’s where y*#1*=1
is defined as in (7.26), PuM*=1 (Section 7.2.3) should be calculated by (7.36); likewise
where #1151 is defined as in (7.27), P%**=1 should be calculated by (7.37). The
influence upon the UKF’s of choosing between the pairs (7.26),(7.36) and (7.27),(7.37)
was not considered in the literature yet.

The sigma points )Zf’killk*l are supposed to be deviation vector parameterizations
k—1]k—1

sigma points; the deviation quaternion sigma points x; are calculated by

X = veoQ () =1,

where VtoQ = RoVtoQ in [138,143,148,152,160]; VtoQ = GeRVtoQ in [48,139, 154,
155]; and VtoQ = QuVtoQ in [138, 140, 144, 150, 161] (in [138] the two possibilities
VtoQ = RoVtoQ and VtoQ = QuVtoQ are considered, but only in this po, whilst

in the others, only QuV’s are considered); Table 7.3 summarizes these relations. The
S . k—1]k—1
quaternion sigma points x; are then calculated by

k—1lk—1 _ ~k—1k—1
i = X;

®a3k_1|k_1, 221,,N

Table 7.3: Vector parameterization of the S® used by the additive UF’s of the literature.

Unscented Filters Vector parameterization of the S°

(138,143,148, 152, 160] Rotation Vector
48,139, 154, 155] Generalized Rodrigues Vector
[138,140, 144,150, 161] Quaternion Vector®

2The set of quaternion vectors parameterize the S? only for small rotations (cf. Section
7.1.2).

7.2.2 Predicted State Estimate

The calculation of the predicted state estimate (either in the form of a unit quater-
nion &yx—; or a deviation vector parameterization ézlk_l) is also difficult for UKF’s

for quaternion systems; in this section, the solutions given by the literature to this
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problem (Table 7.4) are described. For this, consider that a set of weighted predicted

quaternion sigma points

Elk—1 . kk=1  m ¢ cei klk—1 k—1)k—1\ Y
X = {Xi LW, wy, witlX; = fi(X; ) i1

is given.

Table 7.4: Methods to calculate the sample weighted means in the additive UF’s of the
literature.

Unscented Filters Method for the weighted mean

[138, 140, 144, 146, 152] FN (Section 7.2.2.1)
[48,139,150, 154] DPPSE(Section 7.2.2.2)
[143,146,148] GDA (Section 7.2.2.3)
[161] MQVCF (Section 7.2.2.4)
[155] MAMCEF (Section 7.2.2.5)

7.2.2.1 Forced Normalization (FN)

The works of [138,140, 144,146, 152] performs a forced normalization (FN), which
consists of computing the weighted mean as in the real case (7.17) and dividing this

results by its own norm:

N omo klk—1
Byt = ZZN=1 Wi X2|k_1 . (7.28)
Hzizl WX H
Then 95“%|k_1 is given by
_ _ —1

= @ (frpe) S 1<ISN (7.29)
W = Qtov(x" ), 1<i < N (7.30)

N

v m ~’U,k) k—1

Lhlk—1 = sz’ Xi, | ) (7.31)

=1

where QtoV = QtoRoV in [138,152]; and QtoV = QtoQuV in [138,140, 144].

For the distance function

dist (qy, ) := 2arccos (qy, q)
(the S? geodesic from g, to q,), we can consider its Taylor expansion round q;:

dist (g, q) = dist (q,, @)™ + HOT,
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[ql ’1}

where dist (g4, q,) is the first order term, and HOT stand for the remaining of this

expansion. Then, the work [138] showed that &y, in (7.28) is also

N

Eijr-1 = arg min ; w? (dist (gy, ¢)")

2

The FN, however, is often a rough approximation since each one of the sums in (7.28)
probably leads to a non-unit quaternion, and therefore to a value that has not the
physical meaning of a rotation. For R (#,n*) standing for a rotation of an angle 6
around the axis n* with ||n*|| = 1, consider the rotations R (6;,n*), 1 <i < N,. The

mean rotation is

0
Rmean =R <Zz—l 7n*> )

Ny

suppose N, = 3, 0, = 10°, 0, = 30°, 3 = —7°, and n* = [37/2]3,1; then we have that

1
Rypean = R 11°, | — ~ R (11°,]0.58 ,
( [\/ngl) ( [ ]3X1>

and the unit quaternions associated with R c.n are
Gunean = = (0.9816 + 2,5, [0.1102]., )

Define the quaternion representation of each rotation R (Qi, [371/2]3><1) , 0, =10° 60, =
30°, 63 = —7°, by
q; = cos (6;) + tm sin (6;) 37251

then, from (7.28), the forced normalization quaternion is given by

3
. i=14;

q .
Ll
— 0.3389 + 2, [0.0380], , -

The unit quaternion gy is quite different from gpean. Moreover, the rotation associated
with drn, RFN: is
Rey = R (140°, [0.04]5,,, ),

which is quite different from R,..,. Note that we are considering rotations around the
same axis; probably, rotations around different axes would result in even more different
rotations; nevertheless, when considering smaller rotations, the FN should give better

results.

In the simulations of this work (Section 7.4) the filters based in this method were

numerically unstable in some scenarios (cf. Table 7.6).
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7.2.2.2 Direct Propagation of the Previous State’s Estimate (DPPSE)

In [48,139,150,154], the predicted deviation vector state’s estimate %}Q .1 is obtained

|k—

by propagating &1 through f. First )Zf ' is obtained by

Thp—1 = fr (ﬁik—uk—l) (7.32)
-1
=" @ () 1SS,

and afterwards ”%Z|k—1 is obtained by (7.30) and (7.31) with QtoV = QtoGeRV in
[48,139, 150, 154] and QtoV = QtoGeRV in [150]. These works do not calculate the
predicted quaternion state’s estimate &y,_1 € S® because the image of the measure-
ment function h in the system considered by them is Euclidean, and therefore the
innovation term can be calculated just with §Z| w1~ (cf. Section 7.2.3). It is worthy to
note that there is no guarantee that this method will provide a good estimate since the
choice of (7.32) is ad hoc (we could not find a formal justification for it). Nonetheless,
in the simulations of this work (Section 7.4), the filters based in this method provided
satisfactory results (cf. Table 7.6).

7.2.2.3 Gradient Descent Algorithm (GDA)

In order to obtain &1 € S, the works of [143,146,148] use the intrinsic gradient
descent algorithm described in [165]; this algorithm, the GDA, consists in the following:

Algorithm 16 (Gradient Descent Algorithm). 1. Choose a threshold e € R, € > 0;

and set an initial candidate
q:= [ (ﬁjk71|k71) :
2. Define, for 1 <i < N:

N
el = w QtoRoV(xX"* ' @ q 7).

i=1
3. While (]|€"]| > e):
(a) Define a new candidate
q := RoVitoQ(e') ® q,

and repeat step 2.
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4. Assign the state’s predicted mean estimate
Tik—1:=q.

In [148] and in the simulations of this work (Section 7.4), this algorithm converges
to a satisfactory estimate within 2 to 4 iterations, and the UKF’s based on the GDA
provided satisfactory results (cf. Table 7.6). Afterwards, “%ZI .1 1s obtained by (7.29)-
(7.31) with QtoV = QtoRoV.

7.2.2.4 Minimization of a Quaternion Vector Cost Function (MQVCF)

In [161], &1 € 53 is such that its quaternion vector is the argument that “min-
imizes the weighted sum of squared length of the error quaternion vector part” [161],
that is,

N
. . . k|k—1 A A k|k—1 -1
Im (&y_1) = arg min, ;:1 m (X" @ert) xWim (M wert)  (7.33)
where each W; € R3*3 is a positive definite weighting matrix. The work [161] shows

that, in this case, Zyr—1 = vi,.,.(ox) Where vy . (o) is the eigenvector associated with

the smallest eigenvalue of

N
o = un (W () @+ Lw (v () @
i=1
where
—q2 —43 —qu
U(q) = @ 44 —q3 (7.35)
—q4 G gz
43 —q2 1

is the attitude-matrix of a quaternion q := q; + g2 + Jq3 + lAcq4.

Afterwards :%:z‘kfl, is obtained by (7.29)-(7.31) with VtoQ = QuVtoQ. This ap-
proach does not require the explicit manipulation of (7.33), but only the calculations
of the eigenvectors and eigenvalues of ©X in (7.34), a 4 x 4 matrix. Nevertheless,
since quaternion vectors represents rotations only for small angles (cf. Section 7.1.2),
this approach should provide an accurate estimate of @y, only for the case when
Xf‘k_l ® ﬁz,ai_l [from (7.33)] results in quaternions associated with small rotations for
each i = 1,..., N. In the simulations of this work (Section 7.4) the UKF’s based in
this method were numerically unstable in some scenarios and provided worse results in

comparison to the filters based on the other weighted mean methods (cf. Table 7.6).
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7.2.2.5 Minimization of an Attitude-Matrix Cost Function (MAMCEF)

In [155], Zpp—1 € S 3 is the quaternion minimizing the weighted sum of the squared

Frobenius norms of the attitude-matrices of each quaternion sigma point, i.e.,

2

N
. - . m _ klk—1
Tpjp1 = arggensrg;wi w(g) - v,
where U(e) is defined as in (7.35); and, for a matrix A € RP*? and Tr(A) being its
trace,

|A||7 == Tr (AT A)

is its Frobenius matrix norm. It is shown that, in this case, &j,—; is the eigenvector
associated with the maximum eigenvalue of W(Xf |k_l) [155,166]. Afterwards, ézm_l is
obtained by (7.29)-(7.31) with QtoV = QtoGeRV.

7.2.3 Remaining Problematic Operations

Vector parameterizations of the S* are also used to calculate PUFF-1 ¢ R3x3,

Suppose that

vklk—1 [ ~vklk=1 m ¢ celevklk—1 1N
Xi = {Xi s Wi Wy, Wi | X Cfiiy

(a set of weighted predicted deviation vector parameterization sigma points), iszl
(the predicted deviation vector parameterization state’s estimate) and Q} € R3*? (the

covariance of a vector parameterization of the process noise woy) are given; then the

predicted state’s covariance PUFF=1 ¢ R3*3 is obtained by

N

D, k|k— c [ ~vklk— AU v

Pyt =3 w (Xi et xk|k71) (o) + Q% (7.36)
i=1

in [142,144, 145,148,150, 152, 160]; or by
A ol k|k—1 T
PRt =3 g (00 = 2 ) (o) (7.37)
i=1

in [48,138,143,155,159,164]. Recall that in the UKF’s where ﬁ;’f'kil is calculated by
(7.36), Y"*1F=1 (Section 7.2.1) should be defined as in (7.26); likewise where P2k~
is calculated by (7.37), ¥**~'*=1 should be as in (7.27). This ends the prediction steps
and starts the correction ones.

Predicted measurement sigma points are calculated by transforming the predicted
k=1 through the measurement function hy. At this time,
X1 can be regenerated (as in [148,152,161]) or not (as in [48,55,138-140, 142146,

. . . ~k
quaternion sigma points x;
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149,150, 155,158-160]); this regeneration is done by, for i = 1,..., N,

w0, = oR (0], PLI)
Xk\k 1_ — VtoQ ( ~,k|k— ) 9 ﬁ:k\k—l-

For (7.2), some works— [48, 55,138,140, 143-146, 148,150-152, 154, 155, 160, 164]—
consider the measurements belonging only to the Euclidean space (y, = R™), and
[161] to both the unit quaternion set and the Euclidean space [y, = (Y., Yx), Y €
S3. y, € R™] . For the measurements belonging to the Euclidean space—y; in both
cases—the standard UKF equations (7.20), (7.21) and (7.23) are used to calculate the
measurement’s predicted estimate g ,—1 € R™, the covariance ZSy“y”“““_l € R™w*™ gnd

the innovation term vy € R™ respectively. p;’f"“” € R3*"™ is calculated by

N
. T
vklk—1 __ c [ ~v,k|lk—1 ) k|k—1 ~
sz - Zwi (Xi — Trlk—1) \Vi — Yklk-1) -
i=1

In the case of the measurement being a unit quaternion (yj), 9yx_; is obtained
similarly to &y,—1 € S* (Section 7.2.2);

pv,k|k—1 ~Uk|k l vk\k 1
Py Zw N

pv,k|k—1 c~v,klk—1/ ~vklk—1\T v
Pyy = W;7; (fY’L ) + Rk

where R} is the covariance of the a vector parameterization of the measurement noise

19;; and vy € R™ is given by
) . -1
v = QtoQuVv (yk ® (yk\k—l) ) :
The Kalman Gain G}, is given by (7.22), PuFk by (7.25) and Zyx € S by
Zyr = VtoQ (§Z|k—1 + GW}Z) @ Tpk—1

where VtoQ = RoVtoQ in [140, 143,148,152, 160]; VtoQ = GeRVtoQ in [48, 139,154,
155] and VtoQ = QuVtoQ in [138,144,150,161].

In [138,148,161] , Puklk=t  puklk=1 and &, are calculated considering g1 = 0.
However, in general, izmq is not zero and, therefore, this does not represent the
dispersion of the points around the mean, but only around the origin, at least in the
sense of covariances for real valued random variables. In the simulations of this work

k-1 puklk—1
) ny ‘

(Section 7.4), the filters considering £}, _; = 0 to calculate Pkl and Zy
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provided slightly worse results comparative with the ones not considering so.

7.3 QUATERNIONIC ADDITIVE UNSCENTED FILTERS

This section introduces an algorithm able to gather all the additive UKF’s for
quaternion models of the literature and also provide new ones (Section 7.3.1). It is
based on a new Unscented Transformation defined for this kind of systems; square-

root extensions of these UKF’s and this UT are also proposed.

7.3.1 Quaternionic Additive Unscented Kalman Filter

After analyzing the literature, we conclude that the additive UKF’s of the literature
preserving the norm of the unit quaternions in all steps (third row of Table 7.1) can
be distinguished from each other by only three elements: i) the oR, ii) the vector
parameterization of the S?, and iii) the method for obtaining the weighted mean of the
unit quaternion sigma points. This, along with the following definition, enables the

construction of a general algorithm gathering all these filters.

For a given weighted set of unit quaternion points x, the function
ty, = QuatWeightedMean (x)

maps X to the weighted mean pu, by one weighted mean method, for example the
methods in Table 7.4.

Definition 7.1. Consider the additive-noise quaternion model

), = [ (a:;c_1> ® ),
Y = hi (@1, ) © 9

where

L @y, = (@, 71), Yy = (Yp Yb), @ = (@, @x), and Iy, := (9, Up);
2. xp € "y € O™ wy € P, and ¥, € P™?; and

3. Ty, Y, @i, and 9}, take values in the S3;

Suppose that i) the distributions of zoy, 9 and the initial state @y are characterized

by Gaussian, multidimensional-real-valued parameterizations w; € ®"=", ¥} € P"="
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and Y, respectively, and ii) the distributions of @, := (w}, w;) and 9, := (9%, 9) are

given by
w;g ~ ([O]nleaQ;c) )
Iy~ ([0]ny1, By
iii) the mean of x; is &,, and the covariance of z := (23, z) is PY,; iv) the mea-

surements g’l, g’z, o g}cf are given, where g}g = (gk,gk) with yx € S3 and yr € R".
Then the Quaternionic Additive Unscented Kalman Filter (for quaternion models) is

composed by the following algorithm:

Algorithm 17 (Quaternionic Additive Unscented Kalman Filter (QuAdUKF)). Per-
form the following steps:

1. Initialization. Set the initial estimates §36|0 = &, and PJE),'S, := PY_,; and choose

x'x!

(a) two o-representations, and set the functions 20 Ry and 20 Ry accordingly;
(b) a vector parameterization and set the functions QtoV and VtoQ accordingly;

(c) a method for means of weighted sets composed of unit quaternions and set
the function QuatWeightedMean accordingly.

2. Filtering. For k =1,2,...,ky; set the following elements:

(a) Obtain the state sigma points by

)Zv,k—1|k—1 N
i 1,m 1 L Pk—1lk—1Y\ |
Xk*”k*l 7wl' 7w7; 9 ] - ZO-R,I ([O](nwv—i-nz)xl 9 $,CC, ) )

¢ i=1

and

X, = vioQ (W) @ &y, i=10 Ny (7.38)

" k—1k—1 k—1k—1 _ k—1|k—1 . .
Xi i (X’L » Xi )7 1§Z§N17

)

where )Z;J’k_llk_l € R™" and Xf_”k_l € R,

(b) Obtain the predicted state’s estimates by

klk=1 _ klk—1 ! k—1lk—1 :
_ N
Zpjp—1 = QuatWeightedMean ({Xf|f Lwb™, wl-l’c,wil’cc}ill) ;
= Quov (K T @ i), 1< N

*,0
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ol k-1,
v L 1,m ~v
$k|k—1 T sz X* K ;
=1

A . 1,m k|k 1,

Tklk—1 = Zw Xsji

" klk—1 {~v,k|k71 k|k71]T_
T I

*,0 *,0 » Axg

N

~ T
o— AU o .
Thlk—1 = [ Lhlk—1> Tklk—1 } )

Sklk—1 1, ~klk—1 X! T /
P /| ’ = Zw C( *1‘ xk‘k—l) (0) + Qk?

r T

where xklk € S3 and Xk|k e Rne,

(c) Obtain the predicted measurement’s estimates by

Xv,k\kq N2
i 2m  2c  2cc L Aklk—1 |
kk-1 | Wi Wi W = 20Ry ([O]n rx1 7P;c’:c’ ) ;
. x
v i=1
and
klk—1 v klk— . . )
Xi = VtOQ( ) ® Zjr—1, =1,...,No;
"klk=1 [ klk—1 _ klk—1 . _
Xi T (Xz » Xi )7 1§7’§N27

1

(VA = (6T 1< < N

N.
Ypjp—1 = QuatWeightedMean <{’yfk L™ w?e w?’w} ’ ) ;

=1

F = oV (v T @ ggn ) 10 < Ny;

7

S K|k
v P 2,m ~v, 71.
Yelk—1 = Zwi Vi ;

~ . 2,m_k|lk—1,
Yklk—1 = Zw i )

Lklk—1 ~v,k|k;—1 klk—11T
7. Vi 7. )

7 - I

N

< T
— | Y ~ .
Yklk—1 = [Z/k\kqa yklk—l] ;

ﬁ)k:/‘k/—l — Z 2c ( ’k;‘k; 1 g;‘k_l) (O)T + R;C,

vy
where Xvklk ' e Rnav, Xflk ' eRne, ’yflk "€ 53, and 7k|k e Rne,
(d) Obtain the corrected state’s estimates by

"klk=1 | [~vklk—1 _ klk—1]1T
j Xi X )

7 7 ? 7
SEE-1 A CRk—1 k=1
— ,CC Y - o 5 - A
Py y > w; (Xi - $k|k—1) (% - yk\k—l) ,
=1
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~klk—1 [ Aklk—1) !
Gk ::P/I/ (P/I/ ) y
Ty Yy

= QtoV ({Jk ® (@k|k1)_1> )

Ve = Yk — Yklk—1,

14

g

1/,/€ = (v, Vk}T,
Y . /
[ I ] 1= o1 + Grls
Tk
Ly = VtoQ <~%Z\k) ® L1, (7.39)

/

Lk = <wk\kaxk|k> )

Nk|k Sklk—1 Sklk—1 T

PR = PR PR (@)
T x T T Yy

where &y, € R"™" and Ty € R™.

In order to get the form of a particular QuUAdUKF, only three choices have to be
made: i) the oR’s, ii) the vector parameterization of the S*, and iii) the quaternion
weighted mean method. All the filters guaranteeing to be the unity the quaternion
norms in all steps (third row of Table 7.1) follow as particular cases of the QuAdUKF
(see Table 7.5 and Figure 7.1). For instance, the UKF of [48] is the QuAdUKF with the
Homogeneous Minimum Symmetric cR (HoMiSyoR, Corollary 3.4, which is equivalent
to the oR of [2]), the GeRV (vector parameterization) and DPPSE (weighted mean
method).

New filters are also obtained with the QuUAdUKF. For instance, a UKF with the
HoMiSyoR, RoV (Section 7.1.2) and DPPSE (Section 7.2.2.2); or any QuAdUKF using
other oR’s, such as the MioR (Theorem 3.2) and RhoMioR (Corollary 3.5), or the fifth-
order one of [47] (Tab 2.1 [4,2]); or the QUAdUKF using the GeRV with the weighted
mean method being any other than the DPPSE or the MAMCEF; among others. Note
also that it is straightforward to develop other variants of the QuUAdUKE’s, such as

scaled and augmented ones, using the results of Chapters 3, 4, and 5.

7.3.2 Quaternionic Additive Square-Root Unscented Kalman Filter

The two SRUKEF’s for quaternion systems of the literature, SRUKF of [139] and
[148], are based on the square-root techniques of the SRUKF of [42] for Euclidean
systems. We could also propose a square-root version of the QuAdUKEF adapting this
filter with steps of the SRUKF of [42]. This would require simple changes, and we
could show that the two SRUKF’s for quaternion systems of the literature would be
particular cases of this square-root version of the QuAdUKF'. For instance, the SRUKF
of [139] would be this square-root version of the QUAdUKF using the sigma set of [46]
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Table 7.5: QuAdUKEF’s of the literature.

Particular ocR or vector weighted mean
QuAdUKF?* sigma set (SS) par. method
UKEF of [138] oR of [41] QuV* FN¢
UKF of [48] HoMiSyoR GeRV DPPSE®
UKF of [140] SS of [46]° QuVe FN¢
UKF of [161] HoMiSyoR QuVve© MQVCF!
UKEF of [148] oR of [41] RoV GDAs®
UKF of [150] SS of [46] QuVe DPPSE®
UKEF of [152] HoMiSyoR RoV FN¢
UKF of [154] oR of [41] GeRV DPPSE®
UKF of [155] HoMiSyoR GeRV MAMCF"

®In each line, an UKF in the first column is the QuUAdUKF with the choices in the
other three columns. PThe set of [46] is not a R because it matches the mean and the
covariance of the previous random variable only for the scalar case (cf. Section 2.5);
it is presented in this column in order to simplify the exposition. “The set of QuV’s

parameterize the S only for small rotations (cf. Section 7.1.2). 4Section 7.2.2.1.
°Section 7.2.2.2. fSection 7.2.2.4. 8Section 7.2.2.3. "Section 7.2.2.5.

(Tab 2.1 [2,2]) with the GeRV and DPPSE; and the SRUKF of [148], this square-root
version of the QuAdUKF using the oR of [41] (Tab 2.1 [4,1]) with the RoV and GDA.

However, instead of defining a square-root version of the QuAdUKF using the
square-root techniques of the SRUKF of [42], we introduce a square-root version of the
QuAdUKF using the square-root techniques of our AASRUKF for Fuclidean systems
(Algorithm 8). Although this version does not generalize the SRUKF’s of [148] and
[139], it takes advantage of the better properties that our AASRUKF has over the
SRUKEF of [42]. Recall that, essentially, the SRUKF of Section 5.3 is computationally
more stable than the SRUKF of [42] when round-off errors are relevant (e.g. poor
machine precision) or computationally ill-conditioned computations are present (e.g.
inversions of quasi-singular matrices); this superior performance of our AASRUKF is
explained by the fewer number (or even the absence) of Cholesky factor downdatings
in this algorithm (cf. Section 5.3).

N
For a set x = {X,-, wi, wy, wfc}‘ X define the subsets
1=

Ny
O =D e wifef > 03

+ m7+ C7+ CC7+
{Xjawj y W; 7wj }]

N_
- m,— _c— _ cc— o o ,.m ¢ .occ, N
{Xj Wi, Wy, Wy }j:1 = {xi, wi", wi, wilwi < 0};2,

and the matrices
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UKEF’s of group a) UKE'S FOR UKEF’s of group b)
QUATERNION
[55,142,147, 149, 156-158] SYSTEMS [143-146, 151,153,159, 160]

UKE’s of group ¢) = QuUKF’s

Y l
@@ GDA MQVCF ) ( MAMCF

QuVv RoV GeRV QuVvV RoV Quv GeRV
\ 4 Y Y \ Y \ 4 \ y
UKF of UKF of | | UKF of | | UKF of UKF of| |UKF of UKF of UKEF of UKF of
[140] [138] [152] (48] [154] [150] [148] [161] [155]
SS oR HoMiSy HoMiSy oR. SS oR. HoMiSy HoMiSy
of [46] of [41] oRep. oR. of [41] of [46] of [41] oR oR

Figure 7.1: Taxonomy of the UKF’s for quaternion models of the literature.

sp o= VI (= m) oo VST (= )]
Definition 7.2. Consider the additive-noise quaternion model

’ ’ /
T, = [ (wkfl) © @y,

where
L. @ = (T, 21), Yy = (Yp, i), @y = (g, @), and 9, := (O, Up);
2. 1 € Py € O™, wy, € O™, and Y, € P™?; and

3. Ty, Y., @k, and 9, take values in the S3;
Suppose that i) the distributions of zoy, ¥ and the initial state @y are characterized
by Gaussian, multidimensional-real-valued parameterizations w; € ®"=" 9] € P"="

and Y, respectively, and ii) the distributions of @, := (@}, @) and ¥, := (9%, 9;) are

given by
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/ ’ / T
iii) the mean of x, is @,, and the covariance of z, := (Y, zo) is \/PY,\/P%, ; iv)
the measurements Qll, 74,27 e g;cf are given, where g}c = (Y, yr) with y,. € S3 and
yr. € R™. Then the Quaternionic Additive Square-Root Unscented Kalman Filter (for

quaternion models) is composed by the following algorithm:

Algorithm 18 (Quaternionic Additive Square-Root Unscented Kalman Filter (QuAd-
SRUKF)). Perform the following steps:

1. Initialization. Set the initial estimates :%;)IO = &, and \/}A’:S,lg/ = \/PY.; and
choose

(a) two o-representations, and set the functions 20 Ry and 20 Ry accordingly;
(b) a vector parameterization, and set the functions QtoV and VtoQ accordingly;

(c) a method for means of weighted sets composed of unit quaternions, and set

the function QuatWeightedMean accordingly.
2. Filtering. For k =1,2,...,ks; set the following elements:

(a) Obtain the state sigma points by

~v,k—1]k—1 N

Xi 1,m e L
k—1k—1 | Wi W; ,® =

Xi im1

20R1< . ><1>\/Pk 1|k— 1\/Pk 1|k—1 )

and
x; = oV (T ) @ @y gy, =1, Ny (7.40)
X;,k—1|k—1 — (Xi{c—1|k—17Xf-1|k-1)7 1<i<Ng:

where )ka k=1 ¢ Rrev gnd Xk k=1 ¢ Rns

i. Obtain the predicted state’s estimates by

klk—1 _ klk—1 ' k—1]k—1 .
(AT = h () 1<i< Ny
klk—1 klk—1 1, Le | Lee\M
X*| = {X*|z cw™ w w; Cc}izl ;
Zyi—1 = QuatWeightedMean (Xif'k’l) ;

ﬁﬁ”:mWQ%%Mmﬁ,lg§M;

v _ 1,m ~ vk|k 1,
Llh—1 = Zw X, i ;

165



;
N
l,c 1,c 1
7 ‘wz >0}7 )
=1
N
c| 1l
w,” <0} ;
W | 7 i=1"’

WN, Xy N,

. Q;);

Lot < klk— 1+]
)

~klk—1,—
*N,

Tklk—1 = Z )
=1
Elk=1 |k 1 k\kfl T
*,0 - *i )
NG T
Thlk—1 = [ LRt Trjp—1 }
k=14 Le )N+ f Tkle-1 N
{X*J » Wj }j:1 - {X Lhle—1, W
k=1~ 1, \N= o k-1 4
X*,j 7wj j=1 T X*z k|k 1
+ I AR W )R
S L klk—1 “ [ w1 X =
X
- ’k|k 1—
S ! klk—1 [ X ,1
X
Ak|k—1 _
Parlla:/ = Ccu (S;:’,kkm le’k‘k,
kolk— klk—1
where X, ; =1 e 53 and X k=1 e Rre,

(b) Obtain the predicted measurement’s estimates by

and

_v,k|k—1 N2
) 2m 2.c 2,cc
klk—1 » Wy y Wi, Wy -
i i=1
klk—1 hlk— 1 ]
20 Rs n sl \/P \/P ;
klk—1 <v,klk—1 . . )
i :VtOQ( >®$k|k—1, i=1,..., Ny
" klk—1 klk—1 _ klk—1 . )
% :<Xz 7Xi )7 1§Z§N27
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where QZTZM, € R™" and Ty, € R".

Since the QuAdSRUKEF inherits properties from our AASRUKF (Algorithm 8), it

outperforms all the SRUKF quaternion systems of the literature, which are based on the
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SRUKEF of the [42]. Note that, similarly to the case of the QUAAUKF, a great number
of particular cases of the QUAASRUKEF can be obtained by simply choosing different
oR’s (e.g. the ones presented in Sections 3.3 and 3.4), vector parameterizations of S3
(e.g. the ones presented in Section 7.1.2) and methods for weighted means of unit

quaternion sets (e.g. the ones presented in Section 7.2.2).

7.4 SIMULATIONS OF QUATERNION UNSCENTED FIL-
TERS

In this section, numerical simulations are performed comparing UKF’s and SRUKF’s
for quaternion systems. The scenario is of a satellite attitude estimation based on [48];
it is supposed that measurements from a three-axis magnetometer (TAM) and from
gyroscopic rate sensors are acquired. Data is generated by a fourth order Runge-Kutta

integration of the function [48, 55]

(1) = stmelt) @ e (1) o
where
p(t) 003511(1({6 t] )
w(t):= | q(t) | = | 0.03sin ([Z5t] —300°) |;
r(t) 0.03sin (| &5t| " — 600°)

is the angular velocity acting as an input and e € S is the attitude of the satellite.

The initial condition was chosen according to [55]:

0.1387
e (0) = 0.9603 + 2, 0.1981
V1= 0.9603% — 0.1387% — 0.19812

For the filtering process, it is assumed that corrupted measurements @ (k) of the

angular velocity w (k) are provided by biased gyros
(k) =w (k) + By +

where @ ~ N ([0 0,0",02I 3) is a zero mean Gaussian noise, o, is the standard devi-

ation of the gyro measurements, and Sy is drift error with 8, = @} ~ ([O 0,0]" ,o51 3).
The sample time is T' = 0.1s and the filter’s state at time step k is

xy, := (e (k) , Br) -
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The process function is

Agvec (e(k — 1))
B

+wka

[ vec (e(k)) ]
Bk

where vec (e) := [eq, es, €3, 64}T € R*,

T T
sp = (k) = By, Uy :=sin (2 HSkH) HZIZH,
o | cos (Flsil) —yf
k= T T )
v cos (Tllsill) Is — (si)

and wy, ~ N ([0]6X1 , Qk) is the process noise with

(2T + 303T3) Is 3037715
%O’gTZIg O'%TQIg

I

Qr =

Th equation
vec (e(k)) = Agvec (e(k — 1))

is obtained by performing a trapezoidal discretization (relative to time) of (7.41) (cf.
[48]).

The measurement function is, for i = 1,2, 3,
v = hi(ae)d? + I,

where, for zj, = [x14,...,274]7

Y

2 2 2 2
T+ a5, — a5, — iy 2(@X2kTak + Tiaar) 2 (T2pTak — T1ET3k)
2 2 2 2
2(TopTap — T1kTak) TTp — Top T3, — Tip 2 (T3pTak + TipTok) |
2 2 2 2
2(TopTap + T1pTak)  2(T3pTag — TikTok)  Tip — Tap — Vg T TG

(7.42)

d is a reference direction vector to a known point and 195] the measurement noise
[48,167]. In this case, d! is given by the TAM:

d[l] — [17 O, O]T,d[z] — [O’ 1’ O]T and d[3] = [O, 0, 1]T7

and 1921] = 19}31 = 195’] ~ N([0]3x1,0213), where o, is the standard deviation of the
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A

TAM’s. The initial conditions for the filter are & (0) = 1, Sy = [0]3x1 and

J 3.0462 x 10761, [0]5,5 '

o [0]5,5 9.4018 x 1071315
The deviations are o5 = 3.1623 x 107* urad x s732, g, = 3.1623 urad x s71/2, o, =
50 nT, and the bias 3 () = [0.001]3x; rad x s~ [48].

A quantitative comparison is also provided. We calculate i) for each time step k at

each simulation 7, an relative error

o n @k g) — (k)
€kj - — ; ei( ,j) (743)

for each filter; and ii) for N;; = 2000 iterations and Ny = 1000 simulations, the RMSD
[defined in (5.42)] of (7.43) and the Root-Mean-Square Trace (RMST)

Ns N;
RMST := |33 tr (P1) (7.44)
j=1k=1

—the RMST quantifies the uncertainty of the estimate .

7.4.1 Simulations of Quaternion Unscented Kalman Filters

In this subsection, UKF’s for additive-noise quaternion models are considered.
First, the three different vector representations of Section 7.1.2 are compared, and

second the different methods for obtaining the weighted mean.

Recall that p;f"“*l, P;’f”f*l and &y, are calculated considering 2}, ; = 0 in
[138,148,161] (cf. Section 7.2.3). In the simulations here, making 27, , = 0 slightly

decreased the performance of the filters, e.g., some UKF’s turned numerically unstable.

Numerical problems occurred. Some methods (all QuAdUKF’s with FN and MQVCF,
some QuAdUKEF’s with RoV’s, some with MAMCF, and some UKF’s for equality-
constrained systems) provided complex numbers within the elements of the unit quater-
nions or within the covariance of the state. This was treated here by considering only
the real part of these complex numbers. Furthermore, simulations of some filters with
the Rho Minimum oR of [57] and the Minimum oR of [23] were interrupted when
performing the Cholesky factorization of the state’s covariance because this matrix
became non-positive definite. A well known trick of forcing to be zero the negative
eigenvalues was used, as suggested in [88]. The square-root matrix is, then, computed

using the singular value decomposition.
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Figure 7.2 contains plots with the correct values of eq, €5, e3 and e4 and also their
estimates given by a multiplicative EKF (the one presented in Table 7.1 of [167]) and
QuAdUKF’s with the oR of [2], the DPPSE and different vector parameterizations.
As expected, the UKF’s behaved better than the EKF (the EKF’s estimates are given
by the line that is a bit far from all the others). The QuAdUKEF’s did not present
problems with singularities and provided very close estimates in comparison with the
correct value. Nonetheless, we can not distinguish the performances of the QuAdUKF’s

with this visual evaluation.
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Figure 7.2: Values of ey, ey, e3 and e4 for the new QuAdUKF’s with different parame-
terizations.

Table 7.6 shows RMSD’s [equation (5.42)] and RMST’s [equation (7.44)] for the
each of the QUAdUKF’s for unit quaternions considering each of the weighted mean
methods. Among these, the DPPSE (second row of Table 7.6) and the GDA (third
row of Table 7.6) provided the smallest sum of RMSD with RMST. The MAMCF
provided the best p, with the RoV, but the highest RMST; also it was numerically
unstable with the GeRV and the QuV. Changing the vector representation results in
changes in the estimation quality when using the FN (row 1), the MQVCF (row 4) or
the MAMCF (row 5), but not when using the DPPSE (row 2) or the GDA (row 3);

some filters were numerically unstable (NU) (row 2, columns 4-5; row 4, column 5; and
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row 5, columns 4-5).

Table 7.6: RMSD and RMST (1079) for different weighted mean methods (7' = 0.1 s).

Weighted Mean Method RoV GeRV  QuV
FN RMSD 2.52

L (Section 7.221)  RMST 3.0 NU- R
DPPSE RMSD 1.48

2 (Section 7.2.2.2) RMST 6.76 148 148

3 GDA RMSD 1.48 1.48 1.48

(Section 7.2.2.3) RMST  6.76 6.76  6.76

4 MQVCF RMSD 1.56 2.58 NU

(Section 7.2.2.4) RMST 1.23 2.89

MAMCF RMSD 1.29

: (Section 7.2.2.5) RMST 127x108 U NU

Tables 7.7 (for a sampling time of 7" = 0.1s) and 7.8 (for a sampling time of
T = 10s) show the errors of the UKF’s implemented with the following oR’s (see [23]
for their expressions): Homogeneous Minimum Symmetric R of [2] (HoMiocR), Rho
Minimum oR of [57] (RhoMioR), Minimum oR of [23] (MiocR), and 5th order oR [47]
(5thoR). These last three oR’s are used here for first time in the literature in UKF’s
for quaternion systems; the DPPSE (Section 7.2.2.2) was used as the weighted mean
method.

Table 7.7: RMSD and RMST (1079) for different oR’s (T = 0.1 s).

UKF’s HoMicR RhoMicR MiocR 5HthoR

| with RMSD 148 1.48 148 148

RoV  RMST  6.76 6.76 6.76  6.76

, with RMSD 148 1.48 148 148

GeRV ~ RMST  6.76 6.76 6.76  6.76

,  with RMSD 148 1.48 148 148

QuV  RMST  6.76 6.76 6.76  6.76
RMSD 1.49

4 ECUKF p oo NU s NU  NU

RMSD  1.48 1.48 148 148

5 PrUKFE pyisT 676 6.76 6.76  6.76

RMSD  1.48 1.48 148  1.48

6 MAUKE pryisT  6.76 6.76 6.76  6.76

In general, the values of RMSD and RMST for 7" = 0.1s (Table 7.7) were smaller
than the ones for 7' = 10s (Table 7.8); this was expected since the discrete-time ap-

proximation is better for smaller values of T'.

For T' = 0.1s, changing the oR did not result in any substantial change in the quality
of the estimations (cf. Table 7.7), but for 7' = 10s the HoMioR (column 3 Table
7.8) and the 5thoR (column 6 of Table 7.8) provided the best estimation qualities.
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Table 7.8: RMSD and RMST(107° ) for UKF’s with different oR’s (T = 10 s).

UKF HoMicR RhoMicR MiocR 5thoR

| with RMSD  2.00 212 2.04 2.00

RoV  RMST  6.98 6.98 6.98  6.98

, with RMSD 205 9.49 542 2.05

GeRV ~ RMST  6.98 6.98 6.98  6.98

, with RMSD 202 9.29 298  2.02

QuV  RMST  6.98 6.98 698  6.98
RMSD

4 ECUKF p o NU NU NU  NU

RMSD  2.13 913 513 2.13

5 PrUKE phisT  6.08 6.98 6.98  6.98

RMSD  2.12 912 212 2.12

6 MAUKF pyisT 608 6.98 698  6.98

The 5thoR (73 sigma points) and the HoMioR (13 sigma points), nevertheless, are
composed by more sigma points than the RhoMioR [column 4 of Tables 7.7 and 7.8
and the MioR [column 5 of Tables 7.7 and 7.8] (both with 7 sigma points).

Concerning the diverse vector parameterizations (rows 1,2 and 3), there was no
difference in the errors for the case of T'= 0.1s. However, for T" = 10s, the QuAdUKF
with RoV was the best. The QuAdUKF with GeRV was a bit slower than the other
two UKF’s, but it was more robust to changes in the parameters of the filter (this
fact is not shown in the tables nor in the graphics), such as in the noise covariances
and tuning parameters of the oR’s (k in the HoMioR, p in the RhoMioR and v in the
MioR as defined in [23]).

The QuAdUKEF’s provided better results comparative with the Projected UKF and
the Measurement Augmented UKF for T = 0.1s and for T" = 10s, although the dif-
ferences for T = 0.1s were very small. The Equality-Constrained UKF (row 4) was
numerically unstable, except in the case using the RhoMioR for 7' = 0.1s (Table 7.7,

row 4, column 4).

7.4.2 Simulations of Quaternion Square-Root Unscented Kalman Fil-

ters

Recall from Section 7.3.2 that, when computationally ill-conditioned computations
are present (e.g. inversions of quasi-singular matrices), the QuUAASRUKF should per-
form better than the SRUKF for quaternion systems of the literature; it should also
perform better, in this cases, than UKF’s in general because of its square-root proper-
ties. In order to assess this outperformance of the QUAASRUKEF | this filter is compared
with the following filters: the SRUKF’s of [139] and [148], the UKF of [138], the USQUE
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of [48], the MUKF of [150], the QBUKF of [143], the UUF of [161], the UKF of [154],
and the three UKF for non-linear equality-constrained systems of [55]—the ECUKEF,
the PUKF, and the MAUKEF. The simulations were ran using a Matlab 2011b, and the

tuning parameters were chosen as suggested in each respective work:

e the SRUKF of [139] witha =1, a =103, =2, and K =0

e the SRUKF of [148] with a = 1073, 8 =2, k = 1, and 1072 for the threshold of
the gradient descent algorithm (smaller values of this threshold were making the

simulation time extremely high);
e the UKF of [138] with « = 1073, 3 = 2, and k = 0;
e the USQUE of [48] witha=1and A =1 ;
e the MUKF of [150] with o = 1072 and wy = 1/3;

e the QBUKF of [143] with 10~ for the threshold of the gradient descent algorithm

(smaller values of this threshold were making the simulation time extremely high);
e the UUF of [161] with k = 0;

e the UKF of [154] with x = 0;

the UKF’s of [55] with « =1, f =2, and k = 0.

The proposed QuAdASRUKF (using the HoMioR, the GeRV and the DPPSE) was ran
with a = 1 using the Homogeneous Minimum Symmetric cR—the standard symmetric
oR of [1] (cf. [23])—with the central weight (its tuning parameter) equal to 1/7; this

value provided good estimates in the examples considered here.

7.4.2.1 TIll-conditioned measurement function

The objective of this first example is to analyze the filters in a situation of poor
machine precision. The new SRUKF is compared with the other aforementioned filters
in a simple problem considering only the correction step of these filters. It is considered

the measurement function

hk($k) = H:L‘k
where
11 1
H=|11 1 ,
1 1 1496
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§ = eps*/?10°,

d is an integer, and eps is the distance from 1.0 to the next largest double-precision
number, which, in our case, is eps = 27°2. Even though this measurement function
hi(zg) := Huzy is different from the original h in (7.42), the simulations of this subsec-
tion are still able to study the behavior the filters in a situation where round-off errors

are able to deteriorate their performance.

In the simulations of the SRUKF’s of [139] and [148], some covariances lost the
semi-positiveness for d < 10 and the simulations could not be completed. Figure 7.3
presents the relative errors of the new SRUKF, the UKF of [138], the USQUE of [48],
the MUKF of [150], the QBUKF of [143], the UUF of [161], and the UKF of [154],
considering d € [—5,8]—note that, since only correction steps are considered, some
filters provided the same estimates. The new SRUKF presented fewer errors than the
other filters; these simulations corroborates the exception that the new SRUKF should

outperform the other Unscented filters in a situation with poor machine precision.
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Figure 7.3: Relative RMSD Unscented filters for attitude estimation in a problem with
an ill-conditioned measurement function.
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Table 7.9: u.’s and MT’s of Unscented filters for a problem of satellite attitude esti-
mation in normal conditions.

Unscented Filter RMSD (x107%) RMST (x107°)

New SRUKF 341 1.07
USQUE of [48] 3.77 1.07
QBUKEF of [143] 3.92 1.07
UKF of [154] 3.77 1.07

7.4.2.2 Satellite attitude estimation: normal conditions

In this example, the scenario is configured according to [48]: 7" = 10s (measurements
of both the TAM and the gyros are available at every 10 s), o, = 0.31623 purad x s~/2,
o5 = 3.1623 x 107* prad x 5732, By = [0.1]3x; deg/hr, o, = 50 nT,

& = 0.85 +10.1387 + j0.1981 + k+/1 — 0.852 — 0.1387% — 0.19812,

Bo = Bo+ 10, 20, 0]" deg/hr, and
( 0|O,e>2 T 0
If)p,O\O _ Ozz 3x3 [ ]3><3
o 00,8
[O]SXS (Jxx ) [3><3

with o%% = 5 deg and ¢%%# = 20 deg/hr.

Z

The SRUKF’s of [139] and [148], the UKF of [138], the MUKF of [150], the UUF
of [161], and the UKF’s of [55] failed to complete all the 1000 simulations for losing the
positiveness of the state’s covariance. The mean errors RMSD and the RMST of the
other filters are shown in Table 7.9. The values of RMST were all equal (1.07 x 107°),
indicating that the uncertainties in their estimates are the same; but the SRUKF
presented the smallest RMSD (3.41 x 1073). Comparative to this value, the second
smallest RMSD (3.77 x 1073, presented by both the USQUE of [48] and the UKF
of [154]) was 10,56% higher.

7.4.2.3 Satellite attitude estimation: computationally unstable conditions

In this example, some parameters of the simulations are changed from the values of
Section 7.4.2.2 in order to create an computationally unstable situation: o, is changed
t0 0.31623 x 1078 prad x s™/2, 05 to 3.1623 x 10712 yurad x s~%/2, and 7, to 50 x 1078 nT.

While all the Unscented filters of the literature failed complete all the 1000 simu-
lations for presenting non-positive definite covariances, the new SRUKF finished with
good estimate (RMSD = 3.45 x 1073 and RMST = 1.07 x 107°). These errors and the

plots for one simulation of e, es, €3, and e4 of the new SRUKF comparative with the
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Figure 7.4: Values of e1, €3, e3 and ey for the new SRUKF for a problem of satellite
attitude estimation in heavy conditions.

correct ones (Figure 7.4), indicates that the estimates of the QUAASRUKF are reliable.
This shows that the QuUAdSRUKF outperforms the additive UF’s for quaternion mod-
els of the literature in a computationally unstable situation. This outperformance can

be explained, at least in part, by the following characteristics:

1. the square-root properties of the QUAASRUKF comparative with the UKF’s of
the literature. Square-root filters tend to perform better than non square-root

filters in computationally ill-conditioned situations [88].

2. the lower (or even none) number of Cholesky factor downdatings of the QuAd-
SRUKEF comparative with the SRUKF’s of the literature. Recall that downdat-
ing a Cholesky factor A by a matrix B means finding a matrix C' such that
CCT = AAT — BBT; the direct downdating of a Cholesky factor is 'inherently
more ill-conditioned than if () (the usual triangular matrix @ of a QR decompo-

sition) is also available" [92] (the comment in the parenthesis is ours).
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7.5 CONCLUSIONS REGARDING UNSCENTED FILTERS
FOR QUATERNION SYSTEMS

In this chapter, we show that constructing Unscented filters for quaternion systems
is not trivial because there are steps in these algorithms composed of sums and scalings

of unit quaternions. These operations, in general, result in non-unit quaternions.

A detailed analysis on the topic is provided. By comparing the properties of each
UKF for quaternion systems, this analysis shows that, in a considerable amount of
cases, the unit norm constraint of the unit quaternions is not completely respected
(Section 7.2). We were able to gather all the algorithms that completely preserve
this constraint in a single filter algorithm, the Quaternionic Unscented Kalman Filter
(QuAdUKEF, Section 7.3.1). By choosing only three elements of these filters—the sigma-
representation, the vector parameterization of the S® and the method for calculating
the weighted mean of a set of quaternion points—the QuAdUKF can result in every
one of these filters and also to new ones. Numerical simulations of spacecraft attitude

filtering illustrates these results (Section 7.4.1).

A square-root variant of the QUAdUKF is also proposed, the Quaternionic Additive
Square-Root Unscented Kalman Filter (QuAdASRUKF); this filter has better computa-
tional properties than the other SRUKF’s and Unscented Kalman Filter’s (UKF’s) for
attitude systems of the literature (Section 7.3.2). Comparative with the UKF’s of the
literature, the QuAdSRUKF is computationally more stable in ill-conditioned situa-
tions because of its square-root properties; and comparative with the SRUKF’s of the
literature, the QUAASRUKEF is always computationally more stable because it has less
(or even none) Cholesky factor downdatings (Section 7.3.2). These superior properties
of the QUAdASRUKF were verified in numerical simulations considering the Unscented
filters (UKF’s and SRUKF’s) for attitude systems in two problems (Section 7.4.2): 1) a
theoretical problem with the performance of the filters being deteriorated by round-off
errors; and 2) a satellite attitude estimation problem in two different situations consid-
ering i) normal conditions, ii) and computationally ill-conditioned conditions. In two
of all these three situations [the only situation of the problem 1), and the situations
ii) of the problem 2)], the QuUAASRUKEF provided reliable estimates, but all the Un-
scented filters for attitude systems of the literature did not. Besides, even in normal
conditions [situation i) of problem 2)], the QuUAASRUKF outperformed the Unscented
filters of the literature by presenting better estimates (the second smallest mean error

was 10,56% higher than the error of the QuAASRUKF).

Kokoskoskokok kokok

Our initial goal in this chapter was to extend the systematization of Part I to treat
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quaternion systems. However, from the analysis developed in this chapter, we can
conclude that the additive UKF’s for quaternions systems of the literature were built
upon some intuitive, but not mathematically-sound concepts; indeed, we can cite the

following conclusions regarding this analysis.

1. The additive quaternion models are not consistent (cf. Remark 7.1).

2. Some of the probability and statistic concepts for the quaternion space need
further study. For instance, it is not clear what are the definitions and properties
of i) quaternionic random variables, their distributions, and their statistics; ii) the
statistics of quaternionic weighted sets (such as quaternionic o-representations);

iii) the statistics of a transformed quaternionic random variable.

3. The form of the filters are extended from the Euclidean filters without enough
explanation. For instance, what is the reason behind the correction equations
of these UKF’s [e.g. step (2d) of the QuAdUKF]? What kind of approximation

does it provide?

In the next chapters, we will present a theory able to cover these—and possibly
other—gaps in the current Unscented Kalman filtering theory for quaternion models.
We will work with manifolds because i) the set of unit quaternions is a Riemannian
manifold, and ii) there are some probability and statistic results for Riemannian man-

ifolds in the literature (specially in [66]).
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8. INTRINSIC STATISTICS ON
RIEMANNIAN MANIFOLDS

In the first chapter of this part, Part II, we focused our attention upon extending the
theory of Part I to rotating systems whose state spaces are in the space of unit quater-
nions. However, in Chapter 7, after analyzing the Additive UF’s for these systems,
we came to the conclusion that more attention have to be given to the mathematical
concepts supporting these filters. For instance, we pointed out that probability and

statistic concepts for the quaternion space need further study.

In this chapter, we will present statistical results on Riemannian manifolds. The

main reasons for this choice are:

1. The set of unit quaternions is a Riemannian manifold. Therefore, the additive
UF’s for quaternion systems are particular cases of UF’s for systems whose state

variables belong to Riemannian manifolds.

2. There are some probability and statistic results for Riemannian manifolds in the

literature, specially in [66].

3. Riemannian manifolds can model wider range of real systems than unit quater-
nions. Recall, from Section 1.1, that while unit quaternions can model rotations of
3-dimensional rigid bodies, Riemannian manifolds can model more complex real
problems, such as the ones treated by the general theory of relativity. Besides,
in Section 9.6, we present an extension of our UF’s for Riemannian manifolds to
the case of unit dual quaternions; these dual quaternions are adequate to model

3-dimensional rigid bodies displacements (rotations along with translations).

We highlight that other approaches could be taken for extending the theory of Part
I to rotating systems, such as using the theory known as Directional Statistics (for
more information on this topic, see [168]). Recently, some works have proposed con-
sistent Unscented-based filters for quaternion models using directional distributions
(distributions from Directional Statistics), such as the Bingham Distribution and von
Mises-Fisher Distribution [136,137]. However, working on Riemannian manifolds may
be more appropriate for us; the following two arguments can be considered to defend

this choice:

1. Riemannian manifolds are more general than the manifolds considered by Direc-

tional Statistics. The manifolds considered by Directional Statistics are spheres
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and projective spaces, which are particular Riemannian manifolds.

2. the statistics developed in [66] for Riemannian manifolds might present less diffi-
culties comparative with Directional Statistics. The results based on Directional
Statistics are mostly extrinsic, i.e., they rely on the embedding space R™ of the
sphere S™~! [66]. This means working with operations that are not well-defined
in the S"1, such as usual Euclidean sums. Consequently, developing consistent
results might turn troublesome at some point. On the other hand, the statistics
developed in [66] are intrinsic to the manifolds; consequently, we work only with

operations that are well-defined on the manifolds.

kokokokokokoskosk sk

In this chapter, we present the results of probability and statistic for Riemannian
manifolds which are required for the development of the UF’s for these manifolds. Some
of these probability and statistic results were introduced by [66]; and other results, by
us. In Appendix A we provide the background on Riemannian manifolds needed upon

which the results of this chapter and of Chapter 9 are built.

In Section 8.1, we present Riemannian random points; they are extensions of ran-
dom vectors for Riemannian manifolds. In Section 8.2, we present the definition of
the Riemannian mean; naturally, this concept is more complex than its analogous of
the Fuclidean case, the expected value. In Section 8.3, we present definitions of Rie-
mannian moments; recall that UF’s are based on means and covariances, which are
moments. In Section 8.4, we present the concepts regarding jointly distributed Rie-
mannian random points. In Section 8.6, we define statistics for weighted sets. Finally,

in Section 8.7, we present the conclusions of this chapter.

8.1 RANDOM POINTS ON A RIEMANNIAN MANIFOLD

The work [66] introduces concepts of probability and statics defined, intrinsically, in
Riemannian manifolds—that is, the concepts do not use results of embedding ambient
spaces—that are necessary for our development. We now present i) some of these
concepts of [66], ii) make some extensions in some of them (e.g. our definitions of
moments are extended), and iii) propose other related results (e.g. all the results
concerning joint Riemannian random points, all moments of order higher than 2).
These novelties will be necessary in the development of the Riemannian Unscented
filters of Chapter 9.

We are interested in measurements of elements of a Riemannian manifold that
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depend on the outcome of a random experiment. Particular cases are given by random
transformation and random feature for the particular case of transformation groups

and homogeneous manifolds [66].

Definition 8.1 (Random point on a Riemannian Manifold). Let (2, B(f2),Pr) be a
probability space, B(2) being the Borel o-algebra of Q (i.e. the smallest o-algebra
containing all the open subsets of ) and Pr a measure on B(f2) such that Pr(Q2) = 1.
A (Riemannian) random point (or random variable) in the Riemannian manifold M
is a Borel measurable function X from € to M. The set of all Riemannian random

points taking value on a Riemannian manifold M will be denoted by ® 4.

As in the real or vector case, we can now make abstraction of the original space 2
and directly work with the induced probability measure on M. In a vector space with
basis A = (ay, ..., a,), the local representation of the metric is given by G = AT A where
A = [ay, ..., a,) is the matrix of coordinates change from A to an orthonormal basis.
Similarly, the measure (or the infinitesimal volume element) is given by the volume of

the parallelepipedon spanned by the basis vectors:
dV = ||det(A)]| dx = /|| det(G)||dx.

Assuming now a Riemannian manifold M, we can see that the Riemannian metric G(x)
induces an infinitesimal volume element on each tangent space, and thus a measure on
the manifold [66, p.131]:

dM(p) = +/||det (G(z))||dz. (8.1)

One can show that the cut locus has a null measure. This means that we can
integrate real functions indifferently in M or in any exponential chart. If f is an

integrable function of the manifold and

2 (@) = 1 (exv, (a))

is its image in the exponential chart at g, we have:

/ f(a)dM(q) = / fa(2) /G (2)dz, (3.2)
M D(q)

where D(q) is the maximal definition domain for the exponential chart at a point

p € M.

Definition 8.2. Let B(M) be the Borel g-algebra of M. The random point X has a

(Riemannian) probability density function pdfy (real, positive and integrable function)
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if [66, p.132):

VY € B(M), Pr(X e)) =/pdfx(y)dM<y);
Yy

and Pr(M) = /M pdfx(y)dM(y) = 1.

A simple example of a pdf is the uniform pdf in a bounded set ):

pdix (y) = fycllMly(y) = Vlojféyj),)
where Vol()) stands for the volume of ). One must be careful that this pdf is uniform
with respect to the measure d M and is not uniform for another measure on the man-
ifold. This problem is the basis of the Bertrand paradox for geometrical probabilities
and raise the problem of the measure to choose on the manifold. In our case, the
measure is induced by the Riemannian metric, but the problem is only lifted: which
Riemannian metric do we have to choose? For transformation groups and homogeneous
manifolds, an invariant metric is a good geometric choice, even if such a metric does not
always exist for homogeneous manifolds or if it leads in general to a partial consistency
only between the geometric and statistical operations in non compact transformation

groups [66, p.132].

Working with pdf’s and integrals in a Riemannian manifolds may become hard.
We can work in an Fuclidean space instead. Let X be a Riemannian random point
with pdfy taking values on a Riemannian manifold M, and let ¢ : U C R" - M
be a chart of M such that X (w) € M for some events w. Then X = o }(X(w))
is an (Euclidean) random vector defined in U whose pdfy is defined with respect to
the Lebesgue measure dxr in R™ instead of dM in M. Using the expression of the

Riemannian measure, the two pdf’s are related by [66, p.132]

pdfy(u) = pdfx(q)y/||det (G(z))||, qe€ Y e BM)andue Z e B(R"). (8.3)

Note that the density pdfy depends on the chart used whereas the pdfy does not—it
is intrinsic to the manifold [66, p.132].

Let f(X) be a Borelian real valued function defined on M and X a Riemannian
random point with pdfy. Then f(X) is a real random variable and we can compute

its expectation [66, p.132]:

Ex {p(q)} = /M £(p)pdix (p)dM(p) (3.4)
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= /n ypdf; x)(z)dx

=Exy1f(a@)}-

This notion of expectation corresponds to the one we defined on real random vari-
ables and vectors. However, we cannot directly extend it to the case where f(X) take
values in manifold because we do not have defined the integral in (8.4) for such cases.

We need other notions for mean values.

8.2 EXPECTATION OR MEAN OF A RANDOM POINT

In this section we focus in the notion of central value of a distribution. We will
preferably use the denomination mean value or mean point than expected point to stress

the difference between this notion and the expectation of a real function [66, p.132].

8.2.1 Fréchet Expectation or Mean Value

Let X be a random vector on R”. Fréchet observed that the variance
2 L )
ox(c) :==Ex {dlSt (X, c)}

is minimized for the mean vector X = Ey {X}. The major point for the generalization
is that the expectation of a real valued function is well defined for our connected and

geodesically complete Riemannian manifold M.

Definition 8.3 (Variance of a random point [66]). Let X € ®,, be a Riemannian
random point. The (Riemannian) variance c% (c) is the expectation of the squared

distance between the random point and the fixed point ¢ € M:

ox(c) = Ex {dist2 (e, q)} = / dist? (¢, ) pdfx (u)dM(u). (8.5)
M

Definition 8.4 (Fréchet expectation of a random point [66]). Consider a Riemannian

random point X € ® . If the variance o% (c) is finite for all point ¢ € M (which is in

particular true for a density with a compact support), then every point X minimizing

this 0% (c) is called an expected or (Riemannian) mean (point). Thus, the Riemannian

mean of y is defined by:

X :=arg EIEI.IAI/II (SX {dist2 (c, X)}) : (8.6)
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and the set of all means of X is represented by E(X )—it is possible to exist more than
one point satisfying (8.6). If there exists a least one mean point X, we call variance the

minimal value 0% := 0% (X) and standard deviation (cx = ox(X)) its square-root.

8.2.2 Existence and Uniqueness: Riemannian Center of Mass

As a mean point is the result of a minimization, its existence is not ensured (the
global minimum could be unreachable) and anyway the result is a set and no longer a
single element. This has to be compared with some central values in vector spaces, for
instance the modes. However, the Fréchet expectation does not define all the modes

even in vector spaces: one only keeps the modes of maximal intensity [66, p.133].

To get rid of this constraint, [169] proposed to consider the local minima of the
variance 0% (c) defined in (8.5) instead of the global ones. We call this new set of
means Riemannian centers of mass. As global minima are local minima, the Fréchet
expected points are a subset of the Riemannian centers of mass. However, the use of
local minima allows to characterize the Riemannian centers of mass using only local

derivatives of order two.

Using this extended definition, [169] and [170] established conditions on the man-
ifold and on the distribution to ensure the existence and uniqueness of the mean.We

just recall here the results without the proofs.

Definition 8.5 (Regular geodesic balls [66]). The ball B.(r) is said geodesic if it does
not meet the cut locus of its center. This means that there exists a unique minimizing
geodesic from the center to any point of a geodesic ball. The ball is said regular if its

radius verifies 2r\/k < 7, where & is the maximum of the Riemannian curvature in this

ball.

8.3 RIEMANNIAN CENTRAL MOMENTS

Euclidean KF’s are build up with covariances; these matrices provide a measure
of the error of the estimate that a KF is providing. We then define the covariance
of a Riemannian random point in order to, ultimately, define UKF’s for Riemannian

manifolds.

Definition 8.6 (Riemannian covariance (extended from [66])). Let X € @, be a
Riemannian random point with a mean X € E(X). Consider a point ¢ € M with cut

locus C(q) and let D(q) be the maximal definition domain for the exponential chart at
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q. If X € M —C(q), then the covariance of X respective to X at q is defined by

Pl 5= Ex{(log, X —log, X) (¢)"}

[ (tog, (@)~ log, X) ()" piix(@}dM@); (87
M—C(q)

we can omit the reference to the point g when ¢ = X for simplicity in some cases.
If E(X) = {X} —that is, X is the unique mean according to (8.6)—, we can write

a . — pX_
P x =P oreven Pxx := Py .

q _
XX, X

Definition (8.6) is more general than Definition 6 of [66] in two characteristics: 1)
it is defined when more than one Riemannian mean exists, whereas [66] it is assumed
that X € E(X) is unique; and ii) it is defined for any point ¢ € M, whereas in [66]
it is defined only for ¢ = X. Particularly, this second extension will be necessary
when developing UKF’s for Riemannian because we will need to calculate covariance

in points q # X.

The covariance depends on the basis used for the exponential chart if we see it as a
matrix— that is, expressing it with coordinates—, but it does not depend on it if we

consider it as a bilinear form over the tangent plane [66].

The covariance Pxx is related to the variance just as in the vector case [66]:

Tr (Pxx) = TrM (Ex {(log, X —log, X) (0)"})
= Ex {Tr ((log, X —log, X) (o))}
= Ex {dist” (X, X)}
= o%. (8.8)

Recall from Chapters 3 and 4 that higher order central moments are necessary in
order to develop higher order sigma representations and Unscented Transformations.

Hence, we define higher order central moments for Riemannian random variables.

Definition 8.7 (Riemannian central moments). Let X € ®,, be a Riemannian ran-
dom point with a mean X € E(X). Consider a point ¢ € M with cut locus C(q)
and let D(q) be the maximal definition domain for the exponential chart at q. If
X € M —C(q), then the jth (central) moment of X respective to X at q is defined

E { [(logq X —log, X) (O)T}@)g} for even j,

5{ Klogq X —log, X) (O)T}(@%

® (loqu — log, X) } for odd 7;
(8.9)
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we can omit the reference to the point ¢ when ¢ = X f or simplicity in some cases. If
E(X) = {X},we can write M%/ := Mgg)—( or even M = Mi‘;—(

’ 3 v 3 ,l
Note that P = Mg(?)’(' The notations X ~ (X, M%! ""MqX,X)M and

XX, X X, X’
X ~ (X, M;’}X, - Mzél)—() will stand for a Riemannian random point X € ® ., with
x € E(X) being one Riemannian mean and M gél)—(, e M g&l % its moments respective

to X.

8.4 JOINT PROBABILITY AND STATISTICS

Definition 8.8 (Joint probability density function). Let (M) be the Borel o-algebra
of M. The Riemannian random points X € ® and Y € ®x have a (Riemannian)

joint probability density function pdfx y (real, positive and integrable function) if:

YAEBMx N), Pr((X,Y)eA) = / pdf gy (@, y)dM (2)dM(y):
A
and Pr(M) = /M difXY(a:,y)dM(a:)dM(y) =1

Definition 8.9 (Joint Expected moment). Let X € &,y and Y € ®, be Riemannian
random points with joint pdf pdfy y, and f be a function from a subset Y C M x M

to R™. Then the (Riemannian) joint expected moment of f respective to X and Y —or
to (X,Y )—is defined by

Exy {f(x)} = /u f (2, ) pdixy (@, y)AM (@) dM ().

Definition 8.10 (Cross-covariance). Let X € ®,; and Y € ®x be Riemannian
random points with a mean X € E(X) and Y € E(Y), respectively. Consider two
points of g € M and b € N with cut loci C(q) and C(b), respectively, and let D(q)
and D(b) be the maximal definition domains for the exponential charts at g and b,
respectively. If X € M —C(q) and Y € N — C(b), then the (Riemannian) cross-
covariance of X and Y respective to X and Y —or the (Riemannian) cross-covariance
of (X,Y) respective to (X,Y)—at (q,b) is defined by

P?Y,(X,Y) =Exy {(logq X —log, X) (logb Y — log, Y)T}

_ _\T
= /u (logq X —log, X) (logb Y —log, Y) pdfxy (z, y)dM(x)dM(y),
(8.10)

where U := (M — C(q)) x (N — C(b)); we can omit the reference to (g, b) when (g, b) =
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(X,Y) for simplicity in some cases. If E(X) = {X} and E{Y'} = {Y'}, we can write

b b

. pXy
Xy (x.y) Or even Pxy = PXY,(X,Y)'

8.5 SOME TRANSFORMATIONS OF RIEMANNIAN RAN-
DOM VARIABLES

In this section, we provide two propositions concerning transformations of Rieman-

nian random points that will be important further in this work.

Proposition 8.1. Consider the Riemannian random point X € ® ¢ , for g € M",
log, X ~ <X>PXX) ;

and, for the point p € M and linear mappings A : TyM" = TuM™ B € TaM™ —

ToM™ | the Riemannian random point
Z = exp, (A log, X + Blog, p) .

. . r7 . . q L q .
Then the Riemannian mean Z of Z, and its covariance P, = PZZ,Z (respective to

Z at q) are, respectively,

Z =exp, (A)_( + Blog, p) (8.11)
P%, = APxxA" + B logqplogg pBT. (8.12)

In particular, for ¢ = X, we have that
Z ~ (eXpX (Blogg p), APxx AT + Blogg plogk pBT) . (8.13)

Proof. From (8.6), a Riemannian mean Z of Z is such that it solves the following

optimization problem

minimize g(c) := €4 {dis‘c2 (e, Z)}
subject to ¢ € M; (8.14)

now consider the function

g(¢):=g (logq Z) = Eiog, z {dis.t2 (¢, x)} ,
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and the following optimization problem

minimize g (€) 1= g, z {dist2 (&, J:)}

subject to ¢ € T, M, (8.15)

Because i) the function log, is one-to-one, and ii) ¢ = £{log, X + log, p} minimizes
(8.15), then log, ' X = exp, X minimizes (8.14), and consequently Z = exp, E{Alog, X+
Blog,p}. Now we have that, since log, p is constant to the integral of the expected

value, and using

E{Alog, X + Blog,p} : = E{Alog, X} + Blog,p
:A)_(+Blogqp;

this proves (8.11).

For the part relative to the covariance, we have that, from (8.7), P%, is given by

P - /  (log, = — log, Z) (o) pdf(2)dM (2).
M—C(Z)

By making the change of variables Az = log, z (cf. (8.3) and (8.2)) and using (8.11),
it follows that

P%, = Az—lqu <>Tdf10 2 (2)/||det G(2)||dz
/D<z>( 80 Z) ()" i1, 7) () et G(2)]
= /D@ (A2 —log, (expp (AX + Blog,p))) (o) pdf(s, 7)()y/ldet G (2) [d=
= /D 2 (AZ—AX - B 10gqp) (O)Tpdf(logq z)(2) [ldet G(z)||d=
=& {(AZ — AX — B]ogqp) (O)T}
_¢ {(Az —AX) (= - BX)T} - {(—Blogqp) (—Blogqp)T}

+&{(Az =A%) (~Blog,p)" | + € {(~Blog,p) (42 - 4X)"}
= APxx A" + B logqploqu pBT

+A(X ~ X) (~Blog,p) + (~Blog,p) (X - X) A

= APxx A" + Blog, plog; pB";

this proves (8.12). The equation (8.13) follows directly from (8.11) and (8.12) (notice
that, in this case, X =logg X = [0]nx1)- O

Proposition 8.2. For a Riemannian point ¢ ~ (q,Pgq)mn and a random vector
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p ~ (p, Pyy)", it follows that
expg [logg (q) —i—p] ~ (equ p, Pq+ PP)M ) (8.16)

€T

Proof. From (8.6), a Riemannian mean X of
X = expy [logg (a) + 7]
is such that it solves the following optimization problem

minimize g(c) := Ex {dist2 (c, a:)}
subject to ¢ € M; (8.17)

now consider the function
§(6) = g (logg €) = Eiog, x {dist? (¢,) }, (8.18)
and the following optimization problem

minimize § (¢) := iog, x {dist2 (&, x)}

subject to ¢ € M, (8.19)

Since the function log; is one-to-one, it follows that if ¢ minimizes (8.19), than log;1 ¢c=

exp, ¢ minimizes (8.17), and consequently X = expg €.

We now show that p minimizes (8.19). From (8.18), we have that

7() = Eingy x {dist” (¢, 7) |
= Elogy(a)+p {diStZ (¢, x)}

2 -
- Ulogz,(«l)ﬂ)(c)?
since O’foga(q) +p(€) is the variance of log (g) + p it follows that the g (¢) is minimized by
Erogyla)p {1084 (@) + 1} = [0],,, +P = P.

Thus X := expy p, proving the part relative to the mean of exp, p. For the part relative
to the covariance, we have that, from (8.7), Pxx (respective to X at X) of X is

Pyy = /MC(X) (logx (@) — logx (X)) ()7 pdtyy, ,(@)dM ()
[ onx (@) logx (@)" piix (@)dM ().
M—C(X)
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Using (8.3) and (8.2),

Pxx = / (X) logx () logx (x)" P10z, (g)45) FdM
D
= /( logx (x) logx (w)T (pdf(logq(Q))( + pdiy, )FdM
D

X)

:qu+Ppp~

8.6 STATISTICS OF WEIGHTED SETS

For our intentions in this work, we also need definitions of statistics of a set of
weighted points in a Riemannian manifold. Consider a (geodesically complete) Rie-

mannian manifold M and the weighted set

N
X = {Xi,w§1), o ,wlm|xi = /\/l;wgl), . ,wgl) € R}

i=1

—mnote that we do not restrict these definition to the case w; > 0, nor to va w; = 1.

The (Riemannian) sample (empirical) variance of x respective to a point ¢ € M is
defined by

N
1) 1.
sa(c) =) wMdist? (e, x;) -
i=1
If the variance s3(c) is finite for all point ¢ € M, then every point g, minimizing
this si(c) is called an sample expected or sample mean point. Thus, a sample mean

point of x is defined by

N
M, = arg m}\I/{l (;w dist? (c, XJ) , (8.20)
and the set of all sample means of x is represented by & (x)—it is possible to exist

more than one point satisfying (8.20).

If there exists a least one sample mean point u,, we call sample variance the
minimal value s} := s%(u,) and standard deviation (sy = sy(px)) its square-root.
Besides, consider a point ¢ € M with cut locus C(q); if p,, X1, X2, -, Xn € M —C(q),

then the (Riemannian) jth (central) sample (or empirical) moment of x respective to
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X at q is defined by

q,j o 'fil wz(]) {(logq Xz - logq l’l’x) (0)T:|®% fOI' even ja
ey . i—1
e >N w? [(logq X; — log, ux) (O)T] ' ® (logq x; — log, MX) Jor odd j;

(8.21)

A second sample moment is called a (Riemannian) sample covariance and represented

by E;’owx = Mi’ix. We can omit the references to the poigt q Whgn q = foor

simplicity in some cases. If & (x) = {p,}, we can write M%’ := Mi’ix, or M =
a.j . a9 ._vy9q -— Y4

MX’MX, and EXX = Exxwx or Yy i= Exxyux'

Moreover, for the Riemannian manifolds M and N, consider the weighted sets x :=
{xi, wily; € M,w; € R}Y | with a mean K, € & (x)and vy = {v;, wi|y; € N,w; € R}Y,
with sample mean p., € & (v); and two points of ¢ € M and b € N with cut loci
C(q) and C(b), respectively. If p,, X1, Xa, -, Xy € M —C(q) and p, v, 7q, -, Yy €
N —C(b) then the (Riemannian) sample cross-covariance of (x,7y) respective to (X,Y)
at (g, b) is defined by

N
T
Ei,\/’(j(’f/) = ;wz (logq Xi — 1qu “X) (logb Yi logb y”y) )
we can omit the references to the point (g, b) when (g,b) = (X,Y") for simplicity in

some cases. If & (x) = {p,} and & (v) = {p,}, then can write E;{’y = or

o x7,(X,Y)
XY
even X, = EX%(X,Y)‘

We will also need to treat a more general situation; for a Riemannian manifold M,

consider the weighted set

)

ml
X = {Xi,wgm),wi(milﬂ), . ,w,( Al““l) X; € M;

and the vectors

Ane{Xlw"?XN?’Yla"w/yN}y 7]:2,3,,

and a point ¢ € M with cut locus C(q). The sample mean point p, is also given
by (8.20). For p,, X1, X2, -, Xy € M —C(q), the (Riemannian) jth (central) sample
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moment of x respective to X at q is defined by

i wz(m’fl """ o) [(logg x; — log, ) (O)T}(@%_ for even j,
T = 1SN w, B [(logq X; — log, ux) (O)T}®%
® (logq X; — log, “x) for odd j.

Additionally, for another Riemannian manifold N, another weighted set

N

m? m;
Y = {717 wz(m)aw< AIAQ) cee 7wi( /\1”./\1) |71 © N} 7

i=1

with a mean ., and the points q;, [ = 1,2,...,j define the cross-central moments

M,

in the points considered: for even j,

1 according to the following—supposing that all the log functions are well defined

' N (mjl ) 3/2
=1 qg=1
1 >\q+1 1 T .
X ( gy N T 1B “/“‘””) ’
and for odd j,
' N (mjl ) (4-1)/2
i=1 q=1
(g+1) T j A
x (10gq(q+1) A N 1Og‘l(q+1) M’\(q“)) } ® <1quj A= logqj “’V) ’

8.7 CONCLUSIONS REGARDING STATISTICS IN RIEMAN-
NIAN MANIFOLDS

In this chapter, we i) presented some results of [66] regarding statistics intrinsically
developed in Riemannian manifolds, ii) made some extensions these results of [66]—
e.g., among others, definitions of moments are extensions—, and iii) propose other
results regarding statistics in Riemannian manifolds—e.g., among others, moments and
sample moments of order higher than 2 (Section 8.3 and 8.6), propositions concerning
transformations of Riemannian random points (Section 8.5), and results concerning

joint Riemannian random points (Section 8.4).

Using the theory presented in this chapter, we will extend the Unscented Kalman

filtering systematization developed in Part I to the case of Riemannian manifolds.
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9. UNSCENTED FILTERS FOR
RIEMANNIAN MANIFOLDS

In chapter 7, the problem of developing UKF’s for quaternion models in the form of
(7.2) was addressed using R? parameterizations of S* (e.g. Rotation vectors, Rodrigues
vectors, and Quaternion vectors). In this chapter, this problem is addressed from
another perspective; the theory of Riemannian manifolds is used to develop UKF’s
for dynamic systems belonging to these manifolds. These UKF’s are general cases of

UKF’s for dynamic systems belonging to S3.

The systematization of Part 1 was developed upon the concepts of o-representation,
Unscented Transformation and Unscented Kalman Filter. We want to extend this
systematization to the Riemannian case, and hence the first concept that needs to be

extended is the o-representation.

We make the following assumptions in this chapter:

1. all Riemannian manifolds are geodesically complete (cf. Section A.4);

2. all Riemannian exponential mappings are defined with their domain allowing
them to realize diffeomorphisms (cf. Section A.5, this means their inverse map-

pings, the Riemannian logarithms mappings, always exist and are differentiable);

3. every time a Riemannian exponential of the form exp, v is considered, we assume
v belonging to the domain the maximal definition domain D(p) of exp, (cf.
Section A.5);

4. every time a Riemannian logarithm of the form log, p is considered, we assume

p belonging to the domain of log,;

5. every Riemannian random point admits one, and only one, Riemannian mean
(cf. Definition 8.4);

6. every set of weighted points belonging to a Riemannian manifold admits one,

and only one, Riemannian sample mean [cf. equation (8.20)].
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9.1 RIEMANNIAN ¢-REPRESENTATIONS

Riemannian random points are analogous, for Riemannian manifolds, to random
vectors for Fuclidean spaces. Recall from chapter 3 that random vectors can be approxi-
mated by weighted sets called o-representations (¢R’s). Similarly, Riemannian random

points can be approximated by weighted sets called Riemannian o-representations.

Definition 9.1. Consider, for a point g € M, i) a Riemannian random point X € &
with mean X € E(X) (Definition 8.4) and Riemannian central moments M g(] ) =1,
2, ..., I (cf. Definition 8.6); and ii) a weighted set

X = {Xi,w§1), . l)|xz e M}

=1

with Riemannian sample mean p, € & (x) [cf. equation (8.20)] and Riemannian

sample moments M{C, j=1,2, .., 1]cf equation 8.21]. If

w? >0, Vi=1,...,Nandj=1,...,0; (9.1)
= X (9.2)
M/, =M%, j=23,...1 (9.3)

then x is a Riemannian lth order N points o-representation (RilthNoR) of X.

Moreover, assume x is an RilthNoR of X, then:

e X is normalized if

e \ is homogeneous if:
ng):ng), 1<i< N -1, for odd N; or (9.4)
w? =w 1<i< N, for even N. (9.5)

e X is symmetric (respective to x ) if—in the case where x is symmetric respective

to other x;, we can rearrange the indices of the sigma points and weights—:

7D —

, for odd N; or (9.6)

logy, ( ) logu (XN (logu (
J)
andw W N

log,, (x;) —log, (xw) = — (log,, (xisx) —log,. (xn)).
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, for even N. (9.7)

When calling an RilthNoR of X, the reference to the [th order can be omitted if
[ = 2. Also, the reference to N point and/or to X can be omitted in case they are

obvious from the context or irrelevant for a given statement.

Note that the RilthNoR'’s are restricted to positive weights w [cf. (9.1)]: this will

facilitate some results ahead (specially Theorem 9.1).

Definition 9.1 provides concepts analogous to the oR for an Euclidean random
variable. However, finding closed forms for RiocR’s may be troublesome; the next

theorem provides a way to extend the expression of a particular oR to a RioR.

Theorem 9.1. Consider a Riemannian manifold M™, a point ¢ € M —C(X), and a

Riemannian random point

~ (X a,j aq,l
X~ (X, MYy MY L)

Then the set
N

X = {Xi,wl(l), . ,wgl)|xi € M}

is a normalized RilthNoR of X if, and only if, the set

1

N
X = {logq Xi,wgl), .. ,wlgl)},

is a normalized [thNo R of the random vector
X ~ (logy X, MY o, M% )" € p .

Moreover, the following statements are true:

1. x is homogeneous if, and only if, x is homogeneous;

2. x s symmetric if, and only if, x is symmetric.

Proof. Suppose the set

X = {xi,wgl), . ,wl@|xi € M}N

=1

is a RilthNoR of X ~ (X, M%/ ¢, ..., M% ) un. Define the set
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and consider X :=log, X ~ (log, X, M% ¢, ..., M% ;)" € ®7,0. Then from (9.1),
(3.6) is satisfied. We want to show that log, X is a sample mean t, of x. Because x is
a RilthNoR of X, from of (9.2), X is a Riemannian sample mean of x and, therefore,

from (8.20), X minimizes the function

N
= Z:wl(l)dist2 (:1:, exp, Xi) : (9.8)

The function g o exp, : D(q) C TgM — [0,00) is a real valued function defined in
a subset of the vector space T,M. We can, therefore, use results of optimization for
such cases. Since g o exp, is a quadratic function, it is clear that it has a minimum

x* € D(q) and that the derivative of g o exp, on z* is zero, that is,

d (g o equ) (x)

[O]nxl =

dz .
N -
—QZw (" — i)
N

N
&St = Z wl(l)xi. (9.9)

Since X minimizes g, then log, X minimizes g o exp,—we are assuming that exp, is

one-to-one—; hence
N
log, X = 2" = sz(l)xi = by, (9.10)
i=1

and (3.7) is satisfied.

Now let us prove the reverse for the mean. Consider the Riemannian random point

X~ (X, MY, M% )y and the set

N
X = {Xi, wf), . ,w§1)|xi € TgM, wl(l), . ,wgl) > O}i:1 ;
suppose that all the points x;’s belong to the domain of exp,, and that y is an [thNoR
of X :=log, X ~ (log, X, MY ,Mgél,)—()" € &y, . Define the set

X, X’

. ' (1) 0 N
X ‘= {equ (X@) y Wi 7y e, Wy |X1 € M}izl

[recall that, if x; = exp, (x;), then x; = log, (x;)]. Then, from (3.6) and w®, >
0, (9.1) is satisfied. We want to show that X is a Riemannian sample mean of x; from

(9.9), we have that yu, := >N wgl)xi minimizes the function g o exp,, therefore, from
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(9.10),
exp, (,ux) = exp, (logq )_() =X

minimizes g. Then X is a Riemannian sample mean of x and (9.2) is satisfied.

Now we want to show that (3.8) and (9.3) are equivalent. For even j, we have that,

from (3.7) and (8.21),

&

S

Mi’g—( = i\f: ng) Klogq x; — log, X) (<>)T]
i=1

= ; W [(xi = ) ()]

— M -
= MY,

TS

and from (3.8), it follows that
I\\/JI;JX =M =M %
Likewise, for odd j, we have

®

.

N . —
Mij)—( = ;wz@ [(logq X; — log, X) (O)T}

=30l [ =) @]

— M -
= MY,

.

® (xi = 1)

and from (3.8), it follows that
Mg = My = My;

then (3.8) and (9.3) are equivalent.

® (logq x; — log, X)

It remains to prove statements 1. and 2. Note that statement 2. follows directly
from the equivalence between (3.11) and (9.4), and between (3.12) and (9.5).

Now we prove that (3.13) is equivalent to (9.6), and (3.14) to 9.7. From (3.13), for

odd N, we have that
N-—-1

and that



- _<Xi+N—1 - XN)

2

= — (logq (XHN*l) - logq (XN>) )

2

therefore, (3.13) is equivalent to (9.6). From (3.14), for even N, we have that

w!? :wgf%, 1<i< ];f;
and that
logg (x;) —logg (Xn) = Xi = X
= —(XHg - XN)
= — (log,,, (xiy5) —log, (xw)):
therefore(3.14) is equivalent to (9.7), and statement 2. is proved. O

Of particular importance is the case where ¢ = X: the set x is a normalized

RilthNoR of

v 2 l
X~ (X, M%, ... ,MX)M
if, and only if, the set

X = {108;)2 (i) wf, . va)}N

is a normalized [thNoR of

X~ ([0)xs, M, ..., MYy)" € Or .
With Theorem 9.1 we can extend some results from [thNoR’s to RilthNoR’s, such
as the minimum number of sigma points of a RilthNoR, among others.

Corollary 9.1. Let x := {x;, wfl), o 7w§l)’X¢ € M}, be a normalized RilthNo R of
a Riemannian random point X ~ ()_(, Pxx)sn. Let the rank of the covariance Pxx

be r < n. Then the following statements are true:

1. N>r+1. If N=r+1, then x is called a minimum RilthNoR of X.

2. If x is symmetric, then N > 2r. If x is symmetric and N = 2r, then x is called

a minimum symmetric RilthNoR of X.
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Moreover, consider the set

._ (1) o\ v
X = {logq Xi» Wy s , W }7,:1
and the random vector
X ~ (log, X, M% ..., M% )" € ®r,um

Then the following statements are true:

o [f N is even and x is a (normalized) homogeneous minimum symmetric o -
representation of X (Corollary 3.3), then x is also minimum and symmetric and
is called a Riemannian (even) (normalized) homogeneous minimum symmetric o

-representation of X.

e If x is a HoMiSyoR of X (Corollary 3.4), then x is also minimum and sym-
metric, and is called a Riemannian (odd) (normalized) homogeneous minimum

symmetric o -representation (RiHoMiSyRoR) of X .

e [fx is a RhoMioR of X (Tab 2.1 [3,2]), then x is also minimum, and is called

a Riemannian Rho Minimum o -representation (RiRhoMiocR) of X .

o If x is a MicR of X (Theorem 3.2), then x is also minimum, and is called a

Riemannian Minimum o-representation (RiMicR) of X .

Proof. From Theorem 9.1, the set

— 1) ¥y
X = {1qu (Xz) y Wy e, Wy }izl

is a normalized [thNo R of (log,(x;), P%x)"- From the item 1. of Corollary 3.1, it
follows that N > r + 1. Suppose that x is symmetric, then, from statement 2. of

Theorem 9.1, x is symmetric; and from statement of 2. of Corollary 3.1 it follows that
N >r+1. O

9.2 RIEMANNIAN UNSCENTED TRANSFORMATIONS

The concept of a o-representation is a requisite for the definition of the UT in
Chapter 4. Essentially, an UT is an approximation of the joint pdf of two functionally-
related random vectors X and Y = f(X) by two weighted sets y with points x; and ~
with points v; = f(x;), where x is a o-representation of X. For a Riemannian extension

of the UT, we develop likewise.
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Definition 9.2 (Riemannian Unscented Transformation). Consider two Riemannian
manifolds M and N, the function f : 4 € M — N, the Riemannian random point
X ~ (X, M%, ..., M%)\ taking values on M, and the sets

and
N

Y, Wy T, W; yeee, Wy

,,::{ i) ()

Yi = f(Xi)}

i=1
If x is an RilthNoR of X, then the Ith order Riemannian Unscented Transformation
(RiUT) is defined by

RilUT (f, X, M%, ... MY) = [p,, M2, . ML, Mo, M ]

If I =2 or [ is irrelevant for a given discussion, we can omit the reference to [ and write

RiUT := RI2UT.

Following the order of the results in Chapter 4, we proceed towards defining Rie-

mannian scaled and square-root Unscented Transformations.

9.2.1 Scaled Riemannian Unscented Transformations

For defining Riemannian scaled transformations, we need a Riemannian “scaling”
function g similar to the one in (4.9) for the Scaled Unscented Transformation. From
(4.9), we need i) g to perform operations of sums and multiplications by scalars, and
ii) the domain U of f : U C M — N to be convex——this means that the domain U of

f must contain every line segment between any two points in U.

Since i) convexity is a conservative assumption (few manifolds are convex), and ii)
operations of sums and multiplications by scalars are not always defined in Riemannian
manifolds, we define g using tangent spaces of the domain of f—tangent spaces have
the required operations because they are vector spaces. For this, consider a mapping
f:UC M — N between two Riemannian manifolds M and N; and, for o, s € (0, 1],
g<cU,X cl, and b € N, define the function

g(f, X,q,b,0, k) == expyq (/{_1 log ¢ (q) [f (equ [(1 —a)log, XDD : (9.11)
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Definition 9.3 (Riemannian Scaled Unscented Transformation). Consider two Rie-
mannian manifolds M and A, the mapping f : Y C M — N, the Riemannian
random point X ~ (X, Pxx)u taking values on M and the sets

x = {x;, W, wi, w|x,; € M}f\il (9.12)

Define g as in (9.11), the set

v = {’n,w?,wf,wgcwi —g (f’ Xir B | (a—2 log [f (“xﬂ) a, az)}{Vl’ (9.13)

1=

and the Riemannian scaled sample moments

N
3g, = a?> wf (log, (7)) ()",
i=0
N
Ny = Zw;‘:c (logux (XJ) (108;“7 ('Yi))T
1=0

If x is a RioR of X, then the Riemannian Scaled Unscented Transformation (RiScUT)
is defined by

7Y

RiScUT (f, X, Pxx,) = |p,, 25, 5%, |

Note that, similarly to the Euclidean case, every RiScUT with sets x in (9.12) and
~ in (9.12) is a 2RiUT with sets x and

c a,ce

{’Yiaw;'m7wia7 y Wy |71}

o,cc ce
i = owic.

where w;"* = o?w¢ and w

Next, we extend the particular scaled UT’s of Section 4.2 to the case of Riemannian

manifolds.

Definition 9.4 (Riemannian Simplex Scaled Unscented Transformation). Let the
weighted set x = {x;,w;}Y, with be a RioR of X ~ (X, Pxx) with xy = X.
Choose a € (0,1] and define i) the set
X' = {xh wilx; = expx (1 - o) logx X))} (9.14)
where
why i =a 2wy +1—a 2

/I =2 < .
w, =o ‘w;, 1=1,..,N—1;
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ii) for a function f: U C M — N on a open set U of M, the set

N
v = {v Wil = nra, £ (X)) (9.15)

i=1’
and iii) the modified sample covariance of v as
al T T
By = Ll (log,., (7)) ()" + (1 = a?) (log,,_ (¥4)) ()7 .

Then the Riemannian Simplex Scaled Unscented Transformation (RISiScUT) is defined
by
RiSiScUT <f7 X) PXX7 OZ) = [I“l"y’v 23%/7 Ex”y’:| .

Definition 9.5 (Riemannian Symmetric Intrinsically-Scaled Unscented Transforma-
tion). Choose a € (0,1] and x € R such that

Ai=a*(n+kK)—n>-—n;

and let f: U C M — N, M with dimension n, be be a function mapping an open set
U of M to N, and the weighted set x = {x;, w;}:*{" with wy, 11 = A/(n + A) be a
RiHoMiSyoR of X ~ (X, Pxx). Define the sets

X = {0 0 05, 0 X = X (9.16)
and
N X, M ~C ~CC| & 2n+1
v = {7, ", Wy, 05|y = f (Xi)}¢:1 (9.17)
where

™ '
Won41 = Wan+1;

~c _ AN
W5, 41 = Wopg1 + (1 — a”);
~ CC _ .
Wy | = Want1 + (1 — @);

= W;, 1= 1,...7277,;

Then the Riemannian Symmetric Intrinsically-Scaled Unscented Transformation (RiSyln-
ScUT) is defined by

RiSynScUT (f, X, Pxx, ) = |5, D53, Tys] -
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9.2.2 Riemannian Square-Root Unscented Transformation

In this section, we extend results related to the SRUT (Section 4.3) to the case of

Riemannian manifolds.

Consider the Riemannian random point X with mean X and square-root of the

covariance v/ Pxx. For a set
o m c cc M N
X T {X'mwz 7wiawi |X’L € }i:l?

and a point g € M, define the matrix SI by

SY = [\/wT (logq X, — log, ux) bty \/@(logq Xy — log, ux)} ;

and, for g = p,, the matrix

Sy 1= S = {\/qulogux X1s Mlogux XN} . (9.18)

To clear notations, in the definitions below, we will restrict to the case of ¢ = p,
(S, = S¥¥), but they are easily extended to the case of g # 1y (Sy # S3%).

Definition 9.6 (Riemannian Square-Root Unscented Transformation). Consider two
Riemannian manifolds M and N; the function f : 4 € M — N; the Riemannian
random point X € ®,, with mean X and its covariance’s square-root v/Px x; and the
sets
x = Dl w witlx; € MY
and
v = {vi Wi wi, witly == f (Xl)}iil

Given a matrix VT, define S, S, as in (9.18), and the matrix

\/ET;A,::\/ZWJr\/f\/fT.

If x is a RioR of X ~ (X, \/PXX\/PXXT), then the Riemannian Square-Root Un-
scented Transformation (RiSRUT) is defined by

RiSRUT(f,X,,/PXX,\/f) = [u,y, zgv,sx,sﬁ,,zxﬂ,} .

We could think of calculating ,/257 by \/Efm = cu(S+ S \/f) as for the SRUT’s

R L)
[cf. equation (4.14)]. However, since the RioR’s are defined only for positive weights,

the matrices Sy, S defined in (4.15) are not defined for RioR’s. Therefore, /%! can
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be calculated as in (4.17):

VI = e ([, V).

Definition 9.7 (Riemannian Scaled Square-Root Unscented Transformation). Con-
sider two Riemannian manifolds M and N; the function f : Y4 € M — N; the
Riemannian random point X € ®,, with mean X and its covariance’s square-root
VPxx; and the sets x’ in (9.14) and 4/ in (9.14). Given a matrix /T, define S, S,

as in (9.18), and the matrix

T
V2oL = \/27./* +VIVT .

If x is a RioR of X ~ (X, \/PXX\/PXXT), then the Riemannian Scaled Square-Root
Unscented Transformation (RiScSRUT) is defined by

RiScSRUT(f,X,\/PXX,\/f, a) - [Mw 2?;5,5,(,57,2;;7} .
Note that, similarly to the Euclidean case, RiScSRUT with sets x in (9.12) and ~

in (9.12) is a RISRUT with sets x and

c a,ce

{Viﬂwgnvwia’ y W |7z}

a,ce
7

cc

where w;"* = o*w¢ and w;" = aw®.

Definition 9.8 (Riemannian Simplex Scaled Square-Root Unscented Transformation).
Consider two Riemannian manifolds M and N; the function f : Y € M — N; the
Riemannian random point X € ®,, with mean X and its covariance’s square-root
V/Pxx; and the sets x’ in (9.12) and 4/ in (9.13). Given a matrix /T, define Sy, S,/

as in (9.18), and the matrix

aal’ . oo T
Np vl \/ZLM, +VIVT .

If x is a RioR of X ~ (X, \/PXX\/PXXT), then the Riemannian Simplex Scaled
Square-Root Unscented Transformation (RiSiScSRUT) is defined by

RiSiScSRUT< £.X ./ Pyx. VT, a) - {uv,, 20T S S0, Sy

Definition 9.9 (Riemannian Symmetric Intrinsically-Scaled Square-Root Unscented
Transformation). Consider two (geodesically complete) Riemannian manifolds M and
N; the function f : U C M — N; the Riemannian random point X € ® ,, with mean
X and its covariance’s square-root v/Pxx; and the sets X in (9.16) and 4 in (9.17).
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Given a matrix VT, define Sk, S5 as in (9.18), and the matrix

VI, =[5 4 VIV

If x isa RioR of X ~ (X, \/PXX\/PXXT), then the Riemannian Symmetric Intrinsically-
Scaled Square-Root Unscented Transformation (RiSyInSRUT) is defined by

RiSyInSCSRUT( f£.X.\/Pxx, VT, a) = [,,,;,, zg&,s,z,sg,,zﬁ} .

We have Riemannian extensions of all the UT’s for the Euclidean defined in chapter

4. Now we can define the Riemannian Unscented Filters.

9.3 RIEMANNIAN UNSCENTED FILTERS

UKF'’s are solutions to the problem of estimating the state of stochastic dynamic
systems. In order to define Riemannian UKF’s-the extension of the UKF’s for the
Riemannian case—we need to extend the systems (2.1) and (2.2) to the Riemannian

case.

9.3.1 Riemannian Dynamics Systems

Consider the following system:

Ty = [k (mk—lawk> )

where k is the time step; &, € ® e the internal state; y, € ® MY is the measured
output; @y € P e the process noise; and 9, € ® M the measurement noise.
The noise ©oy is assumed to have mean ©o, and covariance ();; and 1, mean 1
and covariance Ry. We call the pair of equations (9.19) the Riemannian (stochastic,

discrete-time, dynamic) system.

We also want to consider an additive variant of (9.19). Filters for these systems are
computationally cheaper. Moreover, we want additive UKF’s for Riemannian manifolds
to be solutions to the problems encountered with the additive UKF’s for quaternions
models (cf. Chapter 7).

Nonetheless, defining these additive variants of (9.19) is not straightforward; sums

are not defined for all Riemannian manifolds. For instance, recall, from Remark 7.1,
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that all the additive-noise quaternions models in the literature present problems. The
problem of defining an additive-noise quaternion system still persists since, in Chapter
7, we did not provide a definition for these systems. Now, we solve this problem by

introducing an additive variant of (9.19).

Essentially, we want of an additive variant of (9.19) for i) zoy to act on fi (xx_1) by
“adding” a) its mean to the mean of fj (x;_1), and b) its covariance to the covariance
of fi (xr—_1); and ii) for 9y to act on hg (xg) by “adding” a) its mean to the mean of
hi (xx) and b) its covariance to the covariance of hy (xx). Since the tangent spaces are

vector spaces, we can work with sums in these spaces using Proposition 8.2.

Consider Proposition 8.2 two times: one for the process function with ¢ = fi (xx_1)
and p = @y, , and another for the measurement function with ¢ = hy (xx) and p = V.
Then we define the additive Riemannian (stochastic, discrete-time, dynamic) system

as follows:

Tk = XPF @) [logfk(wkfl) G w’f} )

Yie = XPhy(ar) [loghkm) e (i) + ﬁk} ? (9.20)

where x, € Py , Y, € @M;Ly , Wk € Thap M2, and Up € Ty (zp My
The noise wy, is assumed to have mean @, € Ty (5, ,)Mj3* and covariance @, €
T wp ) MG X Ty (2 M5®, and U}, mean ) € Tfk(zk,l)MZy and covariance R €€

Tfk(xk_l)./\/lzy X Tfk(xk_l)./\/lzy. We highlight that the noise w;, is defined in the tangent

space T, (z,_ M2 and Uy, in T}, (2, ,)My". An alternative definition in which these

€T

noises belong to Riemannian manifolds is discussed in Remark 9.1.

As far as our knowledge goes, system (9.20) is the first consistent additive-noise Rie-
mannian stochastic discrete-time dynamic system; and also, for the particular case of
unit quaternions, the first consistent additive-noise unit-quaternion stochastic discrete-

time dynamic system.

Remark 9.1. System (9.20) is defined with the process and measurement noises be-
longing to tangent spaces. An alternative definition in which these noises belong to

Riemannian manifolds is the following:

Lk = expfk(mk—l) {logfk(mk—l) fk (wk_l) + logfk(mk—l) wk} )

Y = XPh(ar) {IOghk(ww hi (21,) + logg 5 ’9’“} 5

where ), € ® e , Y, € @sz , @ € P e, and Iy € @sz. In this case, it would

be interesting to assume one of the following two cases:

1. That were known i) the means of w and ¥—e.g. @, € M — C(fx (xr_1))
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and 9, € My" — C(hi (xr))—, b) the covariance of ©o; respective to o at

fr (xg—1)—see the definition of Riemannian covariance in (8.7)—, and iii) the

covariance of 9y, respective to ¥y at hy (xg).

2. That the means and covariances of logﬁ w0}, and logh 19,1€ were known—
e.g. the means @, € L e )@an and 7, € T—— e )@sz; and the covariances

9.3.2 Correction equations

Essentially, Unscented filters are composed of two UT’s along with the KF correc-
tion equations. We already have the analogous of the UT’s for the Riemannian case,
but not the analogous of the correction equations. Let us consider these equations for

the additive systems.
From the Algorithm 6, the corrections equations of the AAUKF are

-1

Gy = PH (B
T =Tppp—1 + Gk <yk - ?Qk|k1> ) (9.21)

Aklk . Pklk—1 Sk|k—1 ~T
P =Pn —GyP," Gy

Y

Again, we have operations of sums, which are not defined for all Riemannian man-
ifolds. We can try to work on the tangent space of a given point, but here we have an-
other problem. Equation (9.21) have sums involving the estimates of the state (Zxz—1)
and of the measurement (Jx;—1), but in the Riemannian case, the state and the mea-
surement do not belong, necessarily, to the same Riemannian manifold—ax;, € ® e
and y, € ® M- Choosing a tangent space as a set to perform operations similar to

(9.21) when <I>an # ® v 80 let us treat, first, the simpler case of ® ype = ® .

Remark 9.2. Recall that the intrinsic statistics for Riemannian manifolds presented in
Chapter 8 are an extension of the results presented in [66]. In the present section, we
will need specially two of these extensions: i) the definition of a covariance of a given
Riemannian random point X at a point q different from X, and ii) the definition of

the cross-covariance of two Riemannian random points.

9.3.2.1 State and measurement in the same manifold

Suppose that
M = My,
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and that a measurement yy is acquired. Define the Riemannian random points

Tp|k—1 = Tr|Y 11,

Tk = Tk|Yyp

Yk|k—1 = YilYr-1

and the projections on the tangent space of @y

TM
Lik—1

T™
Lk

TM
Yk|k—1

™
Y

= logg, | Trjk-1, (9.22)
= logik‘k_l Tk,

= 10g5:k‘k_1 Yx(k—1 (9.23)
= logg,, _, Y- (9.24)

Let i) ap,—1 and Yye—1 be characterized by their projection on the tangent space of

xyk—1 according to the following equation:

klk—1 k|k—1 e
Tk 1 ~ N Ol Pa T P ; (9.25)
yaﬁ{1 yaﬁ{l (Pichl) PZZCA
and ii) the projection a7’ be given by the following linear correction of x{3"

where G € R"*" is a gain matrix. From known results of the Kalman filtering

theory (cf. [25]), we have that

Gy = P (PE) (9.27)
and
oh ~ N (2, PR
where
T = G (o1~ L) (929
pe L= PR (@) PHEL (@) (9.29)
From (9.22),
Tijk = €XPg, . x{ﬁf, (9.30)
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k=121 . . . _ _
and P;E‘;E ME=1 s the covariance of Ty, relative to @y at Trp—1. We want the

klk—1,2pk
rxr

covariance P¥F-1.— p of &y, at @y, and the following theorem from [171]

|k—1,Zp %

. . .k klk—1,,
provides the mechanism to obtain Pgx from Pge =~ 7N

Theorem 9.2 (Parallel Transport of a Bilinear Mapping [171]). Let P be a symmetric
bilinear mapping on the tangent space TyM of the Riemannian manifold M at g € M,
and v : [0,1] = M a differentiable curve on M with v(0) = q. Since P is symmetric,

it can be written as .
P = Z )\iviviT
i=1

where (v1, ..., vy,) is an orthonormal basis of TyM, and each \; is the eigenvalue of P
associated with the eigenvector v;. Let v;(t) be the parallel transport of v; along y(t) (see
Section A.3). With this,

i=1
is the parallel transport of P along ~(t).

Note, from (9.31), that parallel transport of tangent vectors [v;(t)] are needed in
the definition of a parallel transport of a symmetric bilinear mapping [P;]. When
closed forms of parallel transport of tangent wvectors are not known for manifolds in
question, algorithms such as the Schild’s Ladder can be used (cf. [171]; see [172] for

other implementations and algorithms of parallel transports).

For a Riemannian manifold M, and the points ¢ € M and p € M; we define the

function

PT: TIMXTMX MM — TyMxT,M
(P?,q,p) = PP

mapping the symmetric matrix P? € T,M x T,M to the symmetric matrix P® €
Ty M x Ty M according to (9.31).

, _ klk—1,3 _
Because we want the covariance PFA=1 .— P B Tk at Ty, we ob-
. _ . klk—1,3 .
tain P’;‘gf ! by performing the parallel transport of Px‘x “E__which we already

calculated—from &y;—; to &,. Thus, the covariance of Pﬁ‘ffl at &y, is given by

- klk—125 ~ _
Pi‘f t= PT( :clsc kkawklklawkk) : (9.32)

With this, we can compute all the estimates required by an UKF for Rieman-
nian systems. Nevertheless, these estimates are calculated only for the particular case
treated in this section (M2 = My"); next, we extend the approach of this section

towards finding correction equations for the case where M7+ can be different from
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M,

9.3.2.2 State and measurement in different manifolds

Equations (9.27), (9.28), (9.29), (9.30), and (9.32) are the correction equations for
the Riemannian Additive UKF considering the state and the measurement in the same
manifold. In this section, we consider the state and the measurement belonging to

different manifolds.

If x;, belongs to a manifold ® . and y, to another manifold & MY then y,{lﬁ/[_ 1
and y/* can not be defined, respectively, as in (9.23) and (9.24); consequently, {3’
can not be defined as in (9.26).

Since we know the equations for the case of o) and the y, belonging to the same
manifold, we can look for a manifold of which both M, and M, are subsets. The
simplest of such a class of sets is, of course, the Riemannian manifold M, x M,—the

Cartesian product of two Riemannian manifolds is a Riemannian manifold (cf. Section

A.2).

Suppose that a:;‘fl],i{ , and yﬂ{ , are jointly Gaussian random vectors according to
(9.25). Define i) the Riemannian Manifold M, , = M, x M,; ii) the points ¢ :=
(€z,cy) € Myy, by € M, and b, € M, (these points are chosen); and the following

random vector belonging to T.M, ,:

b, b,
+ G v | log, — log,
Yk Yk|k—1

. . . TeMay -
where Gy .. € RUetmw)x(atny) g 5 oain matrix. The tangent vector Tl e 18 clearly

related with " by

TeMay Lh|k—1
xk|k,** - 10gc [

Y

TM _ [sTeMay
xk‘|k T [xk\h** }l:nz 1" (933)
. . TeM
Therefore, by finding the mean and the covariance of ;5 ., we find the mean and
covariance of ;.

Since xfﬁ,\f_ , and yﬂ,{ , are jointly Gaussian random vectors, it follows that—we
use the same reasoning used to obtain (9.27), (9.28), (9.29), (9.30), and (9.32), for the

following covariances—

log, | | ~log. | 4 )(o)T},

<
=
<

— log,.

"l
<
* |
* =
o
NS
I
=
L
—
/:\/—\
o
OS]
o)
1
>
8
1
1
S
8
]
~—
—
<&
N—
~
——

<
Nd|
=
T
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) - Tk
P?;,**l = gxk\k—hy/ﬂk*l { (logc |: b ] - logc |: l|) | ])
y y

. TeM .
and the mean and covariance of Tpfo e ATE, therefore, given by

_ 1\ —1
Tl b,
s i=log, | | 4 G log, | , (9.35)
y Yik—1
PN = P — (Grw) Poi )t (Gro) (9.36)

From (9.33), we can find the mean and covariance of a7

The points ¢, b, and b, can be chosen arbitrary within the limits required by the
operations above, specially by the Riemannian logarithm maps. However, there is an

special case.

Theorem 9.3. Given (9.33), (9.34), (9.35), and (9.36); if ¢z = by = Xyp—1 and
¢y = by = Yyp_1, then
ry = Grlogy,  (yy) (9.37)

and
K|k, . kelk—1 L klk—1\ "1 T
Bhaver _ pht g (Pyy ) (G (9.38)

Proof. Substituting ¢, = b, = Ty and ¢, = b, = Ypjp—1 ON the definitions of
Pk prE-L and PHE-L e have that

T, x* ) YY,*k*k ) Y, xk )

— P?ﬂ]:il [O]nxan (9 39)
[0]n, e [Olnyxny |
pPl=€, . { (10gc [ ikt ] — log, [ Thlk—1 D (O)T}
Yy Yklk—1
o [O] Mg XNy [0] g XNy
= 0, szil , (9.40)
Ny XNy

and
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b b, 1\ | [0 Pl
. (bgc { . } o, [ b ) _ | O Py ] (o)
Yy yk‘|k’—1 | L [O]Nyxna: [O]nany
Substituting (9.40) and (9.41) into (9.34) gives

Yy, x*

. pklk— k|k—1) "1
Gk,** O Pq:‘y,**l (P | 1)
r -1
I UM ] [[OLW [o1wy]

000y e Olnyxny | | [Olnyxn, PEE

_ 1\ —1
[ O PH (PR ]
L [O] Ny XNy [0] Ty XNy
| [0y 0]y, |

substituting ¢; = by = Zyr—1, ¢y = by = Y1, and (9.42) into (9.35) gives

+ G log, Lf|k—1 ~log, Lklk—1
Yk Y-

+Gk[ O], <1 ]
- log@k\k—l (yk)

[UFS— ” (0] 1 }
[O]nyxnz [0]”y><"y 1Og'gk|k—l (gk)

TeMay T|k—1
Thlks = log, {

Y

Tplk—1
=log. | _
[ Yklk—1

| logz, ., (ik|k—1)
L log@kuﬁl (Qk“f—l) i

— Gy 1Og?_lk\k—1 (gk) _
[O]nyl

_|_

consequently, from (9.33)

TM .__ TeMaz,y
Thik = [Thlkpos ] 1,1

_ [ Gy logyk‘k,_l (yr) }
[O]nyxl

= Gk 1Ogyk\k71 (yk) )

which proves the first equality of the theorem. The proof of the second equation comes
from substituting ¢; = by = Zp-1, ¢y = by = Yyp_1, (9.39), (9.40), and (9.42) into
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T [Olyxne Olngsny | | Olnysn,  Poy™"
- -1 T
PR [O]nzxnz G, (Pl;:\?jc—l) ] [ [O]Hxan [O]n:):xn?/ ]
- TE Kk T
L [O]nyxnap [O]nyxny (Gk> [O]nyxny
r _ 1\ —1
— Pi‘:l]f ! [O]nz XNy ] _ [ Gk (P]gj‘gf 1) (Gk)T [0]nac XNy ]
L [0] Ny XNy [0] Ny XNy [O] Ny XNy [0] Ny XNy
r —1
_ | PTG (PR (G (O, ] .
L [O] Ny XNy [O]ny X Ty

finally, from 9.33, it follows that

[ P (PTG O, ]
Oy, U -
= P G (P (G
which proves the second equality. O]

According to Theorem 9.3, the correction equations—(9.27), (9.28), (9.29), (9.30),
and (9.32)—are correct even when the state and the measurement belong to different
manifolds. Initially in this section, we considered a manifold with dimension bigger
than the ones of the state and of the measurement; yet, Theorem 9.3 shows that, at
the end, we do not have to perform calculations on this bigger manifold. Instead, we

can work with the manifolds of the state and the measurement separately with (9.37)
and (9.38).

9.3.3 New Riemannian Unscented Filters

We already have all the elements needed to extended the UKF’s to the Riemannian
case. By analogy with the Unscented Filters of Chapter 5, we introduce the following
four filters. For the augmented ones, define the augmented functions ff : MZs x
M= — R™ and h{ : M7 x Mj? — R™
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T ([ T ) = fi (Te-1,qy) (9.43)

h% ([ T ) = hk (a:k,ﬁk) .

Definition 9.10. Consider the system

T = fk (ikal,wk) )

Y = hi (g, I%) ;

the pair of equations (9.43); and the functions RiUT in Definition 9.2, and PT in the
equation (9.32). Suppose that i) o) and 9y are independent; ii) oy, ¥ and the initial

state x( are characterized by

= 0
o ~~ (l‘o, Pmm)

W ~ (ﬁky Qk),/\/t

Ty ~ (@k,Rk>Mﬂ )

M Y

and iii) the measurements Y1, Y2, -, Yr, are given. Then the Riemannian Augmented

Unscented Kalman Filter is given by the following algorithm:
Algorithm 19 (Riemannian Augmented Unscented Kalman Filter (RiAuUKF)). Per-
form the following steps:

0

. 0
1. Initialization. Set the initial estimates Zop := Xy and P | P0
2. Filtering. For k =1,2,...,ks; set the following elements:
(a) The augmented previous estimates by
Aa AT — T
Lr—1lk—1 = {mkfuk 17Wﬂ ;
A k—1]k—1 ~ k—1[k—1
wa,a| = dlag < T | 7Qk> .
(b) The predicted statistics of the state by
kz\k 1 . 0 ~a o k—1]k—1

(c) The augmented predicted estimates by

T

Y

wk|k 1= $k|k 1a'l9k
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Pk|k_1 = diag (Pkk_l, Rk> :

TT,a T

(d) The predicted statistics of the measurement by

) A klk—1  aklk—1 . w ~a ~ klk—1
yk|kfl7Pyy 7Pmy,a :| = RIUTQ (hk7mk|k—17pmm,a ) 3 (945)
~ k|k—1 ~ k|k—1
P = {P “ ] .
i ke (1:nz),(1:ny)

(e) The corrected statistics of the state by

R _ . 1\ —1
G = (Pi'yk 1) <P:|; 1) , (9.46)

A = AL+ Glosg,, L (w).

5 — ~TM

Tklk = CXPg, ($k|k ) ,
< kR @1 . klk—1  klk—1 T
wa = Pwaz - (Gk) Pyy (Gk> )

. K|k
rr

klkZrpie—1 4

=PT (Pm ,wkk—uikk) :
Definition 9.11. Consider the system

x, = fi (Tp—1, ™),

Y = hi (r, 9%) ;

the pair of equations (9.43); and the functions RiSRUT in Definition 9.6, and PT in
the equation (9.32). Suppose that i) ©o), and ¥ are independent; ii) oy, ¥ and the

initial state @, are characterized by

Lo ~ <$07 \/Pgw V Png) )

Mg
W, ~ <75k, @@T>MW ;
Ty, ~ (1_9k, \/Ek\/R>kT>M19 ;

and iii) the measurements yi, Yz, ..., Yx, are given. Then the Riemannian Augmented

Square-Root Unscented Kalman Filter is given by the following algorithm:

Algorithm 20 (Riemannian Augmented Square-Root Unscented Kalman Filter (Ri-
AuSRUKEF)). Perform the following steps:

. 0[0
1. Initialization. Set the initial estimates Zopp := Xy and \/PJJI = /P .
2. Filtering. For k =1,2,...,ky; set the following elements:
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(a) The augmented previous estimates by

T
~a AT =T
Lr—1lk—1 "= {wkfl|k—17wk} ;
A k—1[k—1 ' [ & k—1]k—1
P,.. =dag ( P, , \/Qk> .

(b) The predicted statistics of the state:

. klk—1

P P

rxr rr,a

lﬁzklk_l? ] = RiSRUT, (f]?, ik—l\k—l,

(c) The augmented predicted estimates by

~T el
CCk|k 1= wkz|k 1 Uy,
~ k|k—1 Ak\k 1
pP,., = diag <\/ AR )

(d) The predicted statistics of the measurement:

~ k—1lk—1
s ) [O]nwxnw> .

(9.47)

(9.48)

R ~ k|k 1 klk—1 X o A [ ~klk—1
[ykk—lﬂ SX? S’w Pmy a ] - RISRUTQ <hk7 mk‘|k‘—17 Pmm7a ) [O]TL@XTLﬂ) 3
~ k|k—1 ~ k|k—1
P { ) } .
i Y (1:nz),(1:ny)

(e) The corrected statistics of the state:

G- (P) ( PSZ“)_T (Ve
Pon = 2ppl, + Gy 108, <yk) ’
Ty, = CXPzy 4 (iglj’y) ’

P w5, Gusi)

prts PT( Py iklk—lvﬁgk’k>'

Definition 9.12. Consider the system

Tr = XPF @) [logfk(wkfl) G wk} )

Y = XDy 1087y b () + 04
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and the functions RiUT in Definition 9.2, and PT in the equation (9.32). Suppose that
i) wy and vy are independent; ii) @y, ¥ and the initial state x are characterized by
Lo ~~ (.’io, Pgw>
@i ~ (@, Q)

My’
Tf(”’kfpk)Mm ’

?

Th(mk,k)My

and iii) the measurements yi, Yo, ..., Yx, are given. Then the Riemannian Additive

Unscented Kalman Filter is given by the following algorithm:

Algorithm 21 (Riemannian Additive Unscented Kalman Filter (RiIAdUKF)). Per-
form the following steps:

1. Initialization. Set the initial estimates Zopo := Xy and P IO =P .
2. Filtering. For k =1,2,...,ks; set the following elements:
(a) The predicted statistics of the state by
. - kk—1 . k—1[k—1
[wk|k—17 Pmm,* :| = RIUT1 (fk, Lp—1|k—1, P ), (952)
Tl = CXPgr | Wk, (9.53)
P =P (9.54)
(b) The predicted statistics of the measurement by
o & klk—1 o klk—1 A k|k—1
Ui, Pt P } — RiUT, (hk,ka P ) , (9.55)
Yplp—1 = eXPy; O, (9.56)
S Ek—1 o klk—1
=P 4 Ry (9.57)
(c) The corrected statistics of the state by
klk—1\ [ aklk—1\ "1
G (P ) (Pl) (9.58)
A;CF‘J]X[ o Ag‘fk‘f 1+ Gi logyklk ) <yk) (9.59)
Zap = expy,, , (T0) (9.60)
AZL}k,ka‘k L Pklk 1 _ kak‘k ng’
- K|k k|, &
PP (P o Bagi ﬁ:kk_l,:f:kk). (9.61)
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Definition 9.13. Consider the system

Tk = eprk(mkfl) [logfk(%q) Ix (xk_l) + wk} ?

Y = XDy 1087y Pk (24) + 04

and the functions RiISRUT in Definition 9.6, and PT in the equation (9.32). Suppose

that i) wy and ¥}, are independent; ii) wy, U5 and the initial state xq are characterized
by

and iii) the measurements yi, ya, ..., Yx, are given. Then the Riemannian Additive

Square-Root Unscented Kalman Filter is given by the following algorithm:

Algorithm 22 (Riemannian Additive Square-Root Unscented Kalman Filter (RiAd-
SRUKF)). Perform the following steps:

[ 0/0
1. Initialization. Set the initial estimates Zop := Xy and PIL = /P .

2. Filtering. For k =1,2,..., ky; set the following elements:

(a) The predicted statistics of the state by
. /Ak|k1 /Ak 1|k1 ﬁ
[a:kk_l, ‘| = RISRUTl <fk;, Li— 1|k—1, > 9 62
L1 = CXPgr | - (9.63)
(b) The predicted statistics of the measurement by

» k\k 1 klk— /Ak|k 1
[yk|k—17 Sx,SmP ] = RiSRUT, (hk7il3k|k 15 /R )

(9.64)

Yijk—1 = eXPgs V. (9.65)

(c) The corrected statistics of the state by

=T -1
~ klk—1  kk—1  kk—1
G = (P, )< P! ) ( P ) , (9.66)
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=i+ Gelogy,, L (we), (9.67

Ty = expg,, , (& ( ;{,?f) (9.68)
pif@mkfl = triag qSX -GSy, Gk\/RikD ) (9.69)
sz,fck\k L PT( Pklf Lhlk—1 ﬁ:klklﬂ’ikk)' (9.70)

The notations RiUT; and RiUT; [in (9.44), (9.45), (9.52), and (9.55)] indicate that
the transformations in the prediction and correction steps do not need to be the same®.
In fact, the number of sigma points can be different, and we could use the RiScUT
(recall that the RiScUT is a particular case of the RiUT). The output of RiUT; has
only two terms meaning that only the first two elements of the output of Definition 9.2

are needed.

By definition, in the RIAdUKF, the set posterior set x %" = ={x. klk Y w;} of RIUT,
[in (9.52)] is regenerated in (9.55) because it is the previous a—representation of RiUTs.
One can consider not regenerating X' by making x**~! = {Xk‘k Y} = x P
but the filter could have the same consistency problems that the Euclidean AdUKF’s

without re-sampling have (cf. Section 5.1).

The functions RiUT; and RiUT, require the calculation of RiocR’s. It can be
difficult to find these RiocR’s by making the calculations in the manifolds; fortunately,

there is an easier way.

From Theorem 9.1, we can find a RiocR by first finding a normalized oR in the
tangent space of the considered manifold; each one of the normalized oR’s of Chapter
3 have their associated RioR’s (cf. Corollary 9.1). For instance, suppose we want to
calculate (9.52) with the normalized RiMioR (Theorem 3.2); that is, we want

x = {x wilx: € M}?zjl := RiMicR (wk 1|k— 1,13k " 1) .
We can compute the (Euclidean) MioR (Corollary 3.4)

ng+1 . ~ k—1|k—1
X {Xﬂwlb(l iEk 1|k— 1M}Z~:1 = MIUR ([O]nz7wa ) )

and then, from Theorem 9.1, we would have

ny+1

X = {eprck_l\k—l Xi wi‘Xi = M}izl

aFor simplicity, we will make comments only to the non square-root filters. Nonetheless, the
comments in the remaining of this section can be applied analogously to the Riemannian square-root
Unscented filters.
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The Kalman gain Gy, in (9.46) and (9.58) could be defined in a more general way, as
done in (9.34). However, it would imply in more computational effort—the dimension
of the sigma points and matrices would be higher—at the exchange of no advantages,

at least at the present time; perhaps benefits can be drawn from (9.34) in future works.

Each Riemannian Unscented filter is a general case of the respective Euclidean Un-
scented filter of Chapter 5. In fact, it is easy to see that, if M, and M, are Euclidean
spaces, then the i) RiIAuUKF is the AuUKF (Algorithm 7), ii) RIAuSRUKF the AusS-
RUKF (Algorithm 9), iii) RIAAUKF the AdUKF (Algorithm 6), iv) RIAASRUKF the
AdSRUKF (Algorithm 8).

Since Cartesian products of Riemannian manifolds are also Riemannian manifolds
(cf. Section A.2), systems composed of Cartesian-product manifolds—e.g. the manifold
S3 x R™ in the satellite attitude estimation of Section 7.4.1—can be estimated by the

Riemannian Unscented filters of this section.

For each RiUT in the filters above, we need to calculate the Riemannian sample
mean of the posterior Riemannian weighted sets. Since these means are defined by
optimization problems (Section 8.6), obtaining closed forms for them is generally chal-
lenging; usually, optimization algorithms are used, such as the Gauss-Newton Gradient
Descent Algorithm of [173], or the Newton algorithms and the trust region algorithms
of [174].

In the square-root Unscented filters of this section (Algorithms 20 and 22), the triag

< el
operations in (9.50) and (9.69) must return symmetric square-root matrices \| P B

rxr ?

because the PT function in (9.51) and (9.70) is defined only for this class of matrices.

In each of the Riemannian Unscented filters above, Riemannian exponentials and
logarithms are used. These functions, as well as other elements in these filters such as
covariances, have different expressions depending on the parameterization chosen for the
manifolds (cf. Section A.5). Therefore, after choosing a parameterization for each of the
manifolds in a considered filter, all the expressions for the Riemannian exponentials,

logarithms, covariances, etc, should be coherent with these parameterizations.

We can define particular cases of all the Unscented filters above by choosing par-
ticular forms of the RioR’s and RiUT’s; some are shown in Tables 9.1, 9.2, 9.3, and
9.4. In all these tables Def. stands for Definition; Cor. for Corollary; Ho. for Homo-
geneous; Intr. for Intrinsically; Mi. for Minimum; Sc. for Scaled; Si. for Simplex; Sy.

for Symmetric; and Ri. for Riemannian.

The variants of the RiAuUKF with RiUT; = RiUT,, and of the RiAuSRUKF with
RiSRUT; = RiSRUTj are shown in Tables 9.1 and 9.3; particularly, Table 9.1 contains

these variants with the minimum (non-symmetric) Riemannian o-representations of
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Corollary 3.4, and Table 9.3 with the minimum symmetric Riemannian o-representations
of Corollary 3.4. Table 9.2 contains the additive analogous of the filters in Table 9.1,
and Table 9.4 the additive analogous of the filters in Table 9.3.

In each table, the particular filters are presented in all the columns, except the
first; and in all the rows, except the heading one. In Table 9.1, each filter is the
resulting variant of using the RIAUUKF or the RiAuSRUKF (analogously for the other
tables) with the corresponding i) RiUT or RiSRUT written in the first column of its
own row, and ii) RicR written in the heading row of its own column. For instance,
the Riemannian Minimum Scaled Augmented Unscented Kalman Filter (Ri. Mi. Sec.
AuUKF in Tab 9.1 [2,2]), is the result of the RIAUUKF with the RiScUT (Tab 9.1
[2,1]) and the RiMioR (heading of the second column of Table 9.1). It is worthy to
mention that all the filters in Tables 9.1, 9.2, 9.3, and 9.4 are new.

Table 9.1: Some Consistent Riemannian Minimum AuUKF and Riemannian Minimum

AuSRUKF Variants.

RiUT’s RiMiocR (Cor. 9.1) RiRhoMiocR (Cor. 9.1)
1 RiUT (Def. 9.2) Ri. Mi. AuUKF Ri. Rho Mi. AuUKF
2 RiScUT (Def. 9.3) Ri. Mi. Sc. AuUKF  Ri. Rho Mi. Sc. AuUKF
3 RiSRUT (Def. 9.6) Ri. Mi. AuUKF Ri. Rho Mi. AuUKF
4 RiScSRUT (Def. 9.7) Ri. Mi. Sc. AuUKF  Ri. Rho Mi. Sc. AuUKF

Table 9.2: Some Consistent Riemannian Minimum AdUKF and Riemannian Minimum
AdSRUKF Variants.

RiUT’s RiMicR (Cor. 9.1) RiRhoMicR (Cor. 9.1)
1 RiUT (Def. 9.2) Ri. Mi. AdUKF Ri. Rho Mi. AdUKF
2 RiScUT (Def. 9.3) Ri. Mi. Sc. AAUKF Ri. Rho Mi. Sc. AdUKF
3  RIiSRUT (Def. 9.6) Ri. Mi. AdSRUKF Ri. Rho Mi. AASRUKF
4 RiScSRUT (Def. 9.7) Ri. Mi. Se. AASRUKF Ri. Rho Mi. Se. AASRUKF

9.4 RELATION WITH THE LITERATURE

The unique Unscented filter for Riemannian systems in the literature was proposed
by [171].

Definition 9.14. Consider the system

T, = fi (wkfl) = f/; (ka, kal) ) (9-71)
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AMNUSPY 0§ nup £g Ty - (6°6 "¥od) LNYUSOSUTASTY
AMOUSPY 98 1S AS TN OH T JIMAOMSPY 98 IS A TN T (8°6 Fod) LNYUSOSISASIH
AMNYSPY 9§ AS TN OH 1Y AMNUSPY S 4G TN 1Y (2°6 "3°d) LNYSSIY
AMNYUSPY AS TN OH 1Y AMNYSPY AS TN 1Y (9°6 ‘12d) LNYUS™

ASMAPY 28 1] AG Ty - (g6 ‘3oa) LNOSUTASTY
AMAPY 28 1§ AS TN OH TY ASINPY 98 1S A4S TN T (7°6 "¥12d) LN2SISASIY

MNPV 98 AS TN O T MNPV 9S8 AS TN T (g6 "32Ad) LNoSrY
ASINPY AS TN OH 1Y MNPV AS TN T (z'6 '32a) LN
(1°6 "10D) HOASIINOHIY (16 "10D) HOASHANTYH s. LN

"SjuRLIRA IMNYSPY OLIOWWAG WNWIUI URTUUTRWONY PUR 3PV 2LIIOWWAS WNWIUI\ URIUURWSIY JUSISISUO) dWOoS G 9[qe],

ASINYSHY 0§ "1ul A Ty - (66 "Jod) LNYSOSUIASTY
AMNYSHY 08 IS A CIN COH T JIMOMSMY 9§ 1S AS TN T (8°6 JPd) LNUSOSISASIY
AMNESY 9§ AS TN O 1Y AMNUSY 98 AS TN T (26 "I°A) LNYSOSTY

AMAYUSHY AS TN OH Ty DMNUSLY AS TN T (9°6 ‘32A) LNYUSTYH
AMANY 08 Uy AS T - (g6 "Jod) LNOPSUIASTY
ANy 98 1S AS TN O Ty AMANY 98 IS AS TN T (7'6 J2d) LNOSISASIY

AMNNY 98 AS TN OH T AMNNY 98 AS TN T (g6 32d) LNoSryg
ANy AS TN OH 1Y DNy CAS TN T (z'6 '32a) LN
(T°6 "10D) YOASINOHIY (T°6 "10D) YOoASINIY s LN

"SJURLIRA M NYSNY OLIOWWAS WNWIUIA URIUURWSIY PUR 3NV ILIIOWWAG WNWIUI[ URTUURWLIY JUSISISUO) dWOS €6 S[qR],
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Yy, = i (z1) = hy (1, O) ;

and let n, be the dimension of M,, and n, of M,,. Suppose that i) the initial state

x is characterized by

— 0
To ~ (,’BO’P:EE)Mw,

and ii) the measurements y1, Yo, ..., Yx, are given. Then the Unscented Kalman Filter

for Riemannian manifolds of [171] is given by the following algorithm.

Algorithm 23 (Unscented Kalman Filter for Riemannian manifolds (UKFRM) of
[171]). Perform the following steps:

- 0[0
1. Initialization. Set the initial estimates Zop := XTo and lez = PY .

2. Filtering. For k =1,2,..., ky; set the following elements:

(a) The state’s tangent previous sigma points by

2n.+1

{Xzﬁllk—h wi} := HoMiSyoR ([O]nz, Pklkl) ; (9.72)

i=1 rr

(b) The state’s previous sigma points by

k—1lk—1 .
X; k=1 XPg, (Xﬁ‘{llkﬂ) , 1 =1,...,2n, +1; (9.73)

(c) The state’s predicted sigma points by
xii =0 (a2

(d) The state’s predicted estimate by

2n,+1

A — ; dist? (v aq) - 4
By = arg min ; w;dist (X ,a), (9.74)

(e) The state’s predicted covariance by
2n,+1 T
~ klk—1 klk—
P, =Y w(log,,  (xir")) (o) ; (9.75)
i=1

(f) The state’s tangent predicted sigma points by

2ng+1
T™ @
{Xi,k\kfh wi}

"= HoMiSyoR ([0]%, PZ;”’“‘I) . (9.76)
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(9)

(h)

(i)

(7)

(k)

()

()

The

The

The

The

state’s new predicted sigma points by
k|k—1 .
Xz‘ = XDy, (X;‘Fé\f[k 1) 1=1,...,2n, + 1

measurement’s predicted sigma points by

71;\1@—1 = Dy (Xl;c\k—l) ,oi=1,...,2n, +1;

7 7

measurement’s predicted estimate by

Hatd klk—1
;= arg min w; dist? ( b) :
yk\k 1 g beM, ; ) )

measurement’s predicted covariance by

Ak|k 1 g (IOg@Wq (7ic|k 1)) (O)T;

The predicted cross-covariance by

The

The

The

The

The

Ak|k 1

Kalman Gain by

A klk—1\ [ aklk—1\ 1
Gy = (chy ) (Pyy ) :
state’s tangent corrected estimate by

~T M ~T M
Tk *= Thik—1 T Gy loggkﬂc—l (gk>

state’s corrected covariance estimate at Ty_1 b
|
- Klk,@ k1 k|k—1 k\k 1 T
P, =P,, -(Gy)P, (G)';

state’s corrected estimate by

. ~TM
Lrlk = €XPgzy (%m)

state’s corrected covariance estimate at Ty, by
klk,2x k1

k|k A N
P =PT (P y Lklk—1, ilfkk) ;
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(9.78)
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(9.80)

(9.81)

(9.82)
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(9.84)



Among the Riemannian Unscented filters presented in Section 9.3, we compare the
UKFRM of [171] with the Riemannian Homogeneous Minimum Symmetric AJUKF
(RiHoMiSyAdUKF, Table 9.4 [1,1]) because i) it does not augment the state vectors
with the noise vectors (as the augmented filters do); and ii) it is composed of the
RiHoMiSyoR (Cor. 9.1). Therefore, we can say that all the other filters of Table
9.4, and all e filters of Tables 9.1, 9.2, and 9.3 are novelties of our present work. By
comparing the UKFRM of [171] with the RiHoMiSyAdUKF, we want to show that also
the RiHoMiSyAdUKF is a novelty.

There are some inconsistencies in the UKFRM of [171]; we can cite the following

ones:

1. Although the UKFRM of [171] (Algorithm 23) considers the system (9.71)—cf.
equations (1) and (2) of [171]—, the noises wo), and ¥ do not influence any
estimate within the UKFRM; these noises’ statistics do not appear at any step
of Algorithm 23; not even the covariances @, and Ry, which usually appear in
Unscented filters. We believe this inconsistency may lead Algorithm 23 to poor
estimates, and sometimes, to diverge. For our Riemmanian augmented filters such
as the RiHoMiSyAuUKF, the influence of the noises in the estimate is given by
realizing the augmented sigma points in the process and measurement functions
[cf. (9.44) , (9.45), (9.47), and (9.45)]; and for our Riemmanian additive filters,
the influence of the noises in the estimate is given by “adding” (in the tangent
space) their means and covariances [cf. (9.53), (9.54), (9.56), (9.57), (9.62),
(9.63), (9.64), and (9.65)].

2. The term f%ﬁ,y_ . appears in (9.81), but it should not, since it is always equal to

zero; it is the origin of T} M_P. In the RiHoMiSyAdUKF, this problem does

k|k—1

not appear.

Moreover, we could not find formal justifications in [171] for some equations of the
UKFRM; namely the following ones:

1. Equations (9.72), (9.73), (9.76), and (9.77). These equations perform the gen-
eration of new RioR’s, and in these equations, these RioR’s are generated by
first generating oR’s in tangent spaces, and then the associated RiocR’s are ob-
tained using (Riemannian) exponential mappings. In (9.72), the state’s previous

M,

,w;}, is obtained from x ], | in

(9.73); similarly in (9.76), the (second) predicted state’s oR, x| := {x{ ijr_1, wi},

oR, i M1 = I g1, wi}, is generated in the tangent space T
k—1lk—1 ._ {X{c—llk—l
: 3

k—1]k—1

and the associated RioR, x

PIn a personal email, Soren Hauberg himself, the main author of [171], acknowledged us that this
argument is true.
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is generated in the tangent space T} M., and the associated RioR, x**~1 :=

klk—1
{Xf lk_l, w;}, is obtained from X;ﬁjl‘f_ 1 in (9.77). However we could not find results
in [171] proving that this equations result in proper forms for x*~1#=1 and x**=1,

2. FEquation (9.80). This equation defines the Kalman Gain Gy; this gain is stated
by [171] as being a “linear transformation between the two tangent spaces [M,
and M ]” (the comment among brackets is ours). For example, in the case of
M, and M, being very different Riemannian manifolds, G would be a linear
transformation from M, to M,; such a transformation is counterintuitive, at
least. Thus, we can say that it is not intuitive nor straightforward to assume
that a filter with transformation provide a consistent final estimate of the state;

it is natural to ask for a justification of (9.80).

3. Equations (9.81), (9.82), (9.83), and (9.84). These equations correct the pre-
dicted state estimate. However, in [171], we could not find results showing

~ K|k
whether these equations do or do not provide consistent estimates &y, and Pw‘w.

On the other hand, for the RiHoMiSyAdUKF, we presented i) these equations as
natural results within the Riemannian Unscented Kalman filtering theory presented in
this chapter, and ii) formal justifications for all these equations. These justifications

are the following ones:

1. Equations (9.72), (9.73), (9.76), and (9.77) are justified by Theorem 9.1. Indeed,

it is straightforward to see that the relations i) between xi ™, , and x*~ k=1,

k|k—1

and ii) between Xﬂ;{ , and x are given by this theorem.

2. Equation (9.80) is justified in Section 9.3.2.2. This form of the Kalman gain Gy,
in (9.80) followed as a particular case of the Kalman gain Gy, .. of a more general

system where the state and the measurement belong to the product of M, x M,,.

3. Equations (9.81), (9.82), (9.83), and (9.84) are justified in Section 9.5.2. We
showed that they follow from considering i) 33", and yi;’ | normally-joint dis-
tributed [equation (9.25)], and ii) x{‘?f given by a linear correction of xﬁf_l by
(™ = yipl,) [equation (9.26)].

Finally, we can say that the RiHoMiSyAdUKF is more general than the UKFRM.
In the UKFRM, x*~1¥=1 and x**~1 are necessarily calculated by (9.72), (9.73), (9.76),
and (9.77), but in the RiHoMiSyAdUKF they can be calculated by other equations. In
the UKFRM, these RioR’s are defined by (9.73), and (9.77); then they are calculated by
(9.72), (9.73), (9.76), and (9.77). On the other hand, in the RiHoMiSyAdUKF, x*~tk=1
and x**=1 are defined according to Definition 9.1. Therefore, in RiHoMiSyAdUKF,

227



the tangent oR’s Xﬁ”mq and Xﬂ/f_ , are not required; there may exist other forms

k—1|k—1 klk—1 k—1|k—1

of calculating x and x . Nevertheless, calculating x and x**-1 by

(9.72), (9.73), (9.76), and (9.77) should be, in general, easier.

Altogether, we can say that our RiUF’s have novelties comparative with the UKF

for Riemannian manifolds of the literature.

9.5 RIEMANNIAN UNSCENTED FILTERING FOR STATE
VARIABLES IN UNIT SPHERES

In most of the times, if not always, Unscented filters are implemented in computers,
but for Riemannian Unscented filters this task might not be trivial. Concepts of the
Riemannian manifold theory can be very abstract, but usually computer languages are
not designed to work with such level of abstraction. Instead, often we have to work
either with particular closed forms or with numerical approximations. For instance,
computing geodesics is not easy; in the cases we can compute them, either we restrict
the manifold to a few particular cases whose closed forms are known, or we compute

these geodesics numerically [174].

In this section, we show that our RiUF’s are elegant solutions to the problem
of finding consistent computationally-implementable UKF’s for systems whose state
variables belong to the S2, the set of unit quaternions. Recall that, initially, this

problem has been the motivation to move towards Riemannian manifolds (cf. Chapter
7).

In order to develop these filters, we need computationally-implementable bases to
express the elements of S"~1. Because the S"~! is a Riemannian manifold embedded
in the R™ (cf. Section A.2), we can write its elements and mappings (e.g. exponential
and logarithm mappings) in the same coordinate system as the R"—for the remaining
of this work, we will represent the canonical basis of the R" by e := {ey,...,e,}, e; =
[0,...0,1,0,...0)7. Besides, we already provided closed forms of some results relative to
S™1in e (cf. Examples A.6, A.7, A.8, A.10, and A.12).

However, representing the tangent sigma points of an Unscented filter in a (n — 1)-
basis (a basis composed of n — 1 elements) results in a computationally-cheaper filter
comparative with representing them in e (e is an n-basis). Because the dimension of
the tangent spaces of S"!is n — 1, we can represent the tangent vectors of S"~! in
a basis with n — 1 elements. From Theorem 9.1, a RioR x = {x;, w;}Y, with sample
mean g, on a Riemannian manifold S can be calculated from a oR x = {xs, wi}Y,

on T, S™=1. In this case, the computational effort of an Unscented filter increases with
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the following numbers:

1. the number of sigma points N,

2. the number of rows (or columns) of the sample covariance X, of x (recall that
the most expensive operations of the Unscented filters are the square-rooting and

inversion of covariances);

and these two numbers increase with the length of the tangent sigma points y;’s. Then,
the smaller is the number of the elements in the basis representing ;, the smaller will
be the computational effort of the filter. For instance, in the UKFRM of [171] for
M = S§"71 the tangent sigma points y;’s are expressed in the basis e (cf. Section 4.1
of [171]); thus i) its RicR’s (HoMiSyoR’s) are composed of N = 2n + 1 sigma points,
and ii) ¥, is composed of n columns. On the other hand, if x;’s were expressed in
a (n — 1)-basis, then i) N would be 2n — 1, and ii) ¥,, would be composed of n — 1

columns.

For any differentiable manifold of dimension n — 1, an orthogonal (n — 1)-basis for
a tangent space is naturally induced by a chosen parameterization of the manifold.
Consider a point q of a differentiable manifold M, and let ¢ : U € R*! — M be a
parameterization from the open set U to M such that ¢ = ¢(uq, ..., u,_1). Then the
set—for a function f(z,y,...), the notation df, stands for df, := 0f/0r—

{8g0u1, e ,8gpun71}

is an basis of T,5™"! (cf. Section A.1).

For a parameterization ¢ € {¢'}?",, we define i) the function

TBtoCB: T,S" ' — T,5""!

UTB = Ve (985)

mapping the coordinates of the vector vrp € T,S™ ! in the basis {0¢",, ..., 00", }

to the canonical basis e according to (A.7) and (A.9); and ii) the function

CBtoTB: T,5"! — T,5"!

Ve — UrB (986)

as the inverse mapping of TBtoCB according to (A.8) and (A.10).

Summing up, we use the following closed forms:

1. (A.22) for the exponential mapping expressed on e, expg®;
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2. (A.23) for the logarithm mapping expressed on e, logi®;
3. (9.85) for the transformation from the basis {J@y,, ..., dp., ,} to e, TBtoCB;

4. (9.86) for the transformation from the basis e to {Jdpu,,..., 00y, ,}, CBtoTB;

and

5. (A.13) for the parallel transport of tangent vectors expressed on the basis e [these

operations are used in the parallel transport of the covariances in (9.89), (9.92),

(9.104), and (9.92)].

The Riemmanian sample means of the RioR’s still have to be calculated by approz-
imations or numerical solutions—e.g. the weighted mean methods in Section 7.2.2, or
the algorithms of [174]. Unfortunately, to the best of our knowledge, there is no closed
form for the Riemannian sample means of weighted sets composed of Riemannian

points, such as RioR’s, belonging to S"~!.

Definition 9.15. Consider the system

i = fi (xp_1, @k)

Y = hi (g, 9%) ;

and the pair of equations

= hk (.’Bk, ’l9k) y

fs({’”’” >::fk(a:k1,qk),
Wi
hz([wk )

'I‘k_

with M7 = Sn= M= = Sn= Mi? = S and My’ = S™; and let e, be the

canonical basis of R"™*! and e, of R"™*!. Suppose that i) @ and 9}, are independent;

ii) zoy and ¥y and the initial state xq are characterized by

g ~ (i_lIo, Pg$)
W ~ (@kv Qk)snw ’

9y ~ ({9k, Rk)

Sna

9

S

with P°

T

Q,., and Ry expressed in the differentiable structure in (A.1), and iii) the
measurements yi, Y, ..., Yg, are given. Then the Riemannian-Spheric Augmented
Unscented Kalman Filter (RiSAuUKF) is given by the following algorithm:

Algorithm 24 (Riemannian-Spheric Augmented Unscented Kalman Filter). Perform
the following steps:
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~ 00
1. Initialization. Set the initial estimates Zoyo := To and P, |

PO
2. Filtering. For k =1,2,...,ky; set the following elements:

(a) The augmented previous estimates by

T
Aa AT =T
Lp1k—1 "= [*’Ek—uk 1awk] ;
prilk-1. priie=1
Pl = ding (P Q).

(b) The state’s tangent previous sigma representation by

N A k—1|k—1
TM,a 1m 1pc .
{sz 1]k— LW W 7.}2.:1 =0Ry ([O](nm—&-nw)xl?wa,a ) :

(c) The state’s previous sigma points, fori=1,... Ny, by

k—1k—1 _ e, TMa
X; =expg L (TBtoCB ([sz; k- J x1>) ,
k—1lk—1 _ . TMa
Xi,w T expgkfl\kfl (TBtOCB ([X k—1]k— 1} (nz—‘,—l):(nx—f—nw),l)) ’
(d) The state’s predicted sigma points by

I<:|k 1'—f ( k—1]k—1 le—l\k—1>7 i=1,...,N;.

1,0

(e) The state’s predicted estimate by

Ny
A . ]_7m . k|k‘ 1
Zpp_1 = arg min w; ™ dist? ( a) .
| 8 i 2 Xiv

(f) The state’s predicted covariance estimate by

. k|k 1 Zwu (log B (CBtoTB (Xf‘f 1))) (O>T'

(9) The augmented predicted estimates by

AQ .
Ljk—1 = [mldk 1 ]

P diag (Pklk : Rk> .

TT,a rr,a

(h) The regenerated state’s predicted sigma points by

N- ~ k|k—1
T™ 2m  2c¢  2cc)|? X
{Xz k|k— LW W, Wy }izl i UR? <[0](nw+nﬁ)><1’ P:c;z:,a ) )
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(i)

(k)

()

(m)

()

and, fori=1,..., Ny, by

klk— €o -
X = expl (TBtOCB({XzT’%“ I 1>)

Klk—1 en TM,a
Xig = XDz, (TBtOCB ({X ohlk— J (nz+1):(nz+w)»1>) '

The measurement’s predicted sigma points by

v = (T XY =1 N
The measurement’s predicted estimate by
Ypjp—1 = arg Juin Zw M dist? ( bk~ l,b).

My i
The measurement’s predicted covariance estimate by

~ Klk—1

P, Z w>" (logy " (CBtoTB (’yf‘k !
=1

The predicted cross-covariance estimate by

Ak\k 1

sz e (logmk| (CBtoTB ( ik~ 1)))

D) (o)

(9.88)

x (loggz,  (CBtoTB (v i 1)))T

The Kalman Gain by

k|k 1\ [ ~klk—1\ "1
Gu= (Po”) ()

The state’s tangent corrected estimate by

~T M ATM

Ty = Tpjp—1 + G logy (CBtoTB (LM)) :

The state’s corrected covariance estimate al Zyp—1 by

e k“ﬁik‘k 1 e k‘k 1

Ak\k 1

The state’s corrected estimate by

Ty = eXpg) (TBtOCB (fck\k ))
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(q) The state’s corrected covariance estimate at &y, by

~ K|k, 2 p—1

Definition 9.16. Consider the system

i = fi (xp_1, @k)

Y = hi (g, 9%) ;

and the pair of equations

= hk (wk, ’l?k) ’

I ({ Tht ) = [ (wkq,%),
(7o
T l

with M7 = Sn= M= = Sn= M1 ? = S and My’ = S™; and let e, be the

canonical basis of R"™*1 and e, of R"™*!. Suppose that i) o, and 9}, are independent;

ii) ©oy and Yy and the initial state xq are characterized by

Ty ~ (97307 v Posy Pg;) :

Sna

o (@),
Yy ~ (ﬂk, \/E\/ET) 3

S

with \/Pigm, VQy, and /Ry, expressed in the differentiable structure in (A.1), and
iii) the measurements y1, ¥, ..., Yi, are given. Then the Riemannian-Spheric Aug-
mented Square-Root Unscented Kalman Filter (RiSAuSRUKF) is given by the following
algorithm:

Algorithm 25 (Riemannian-Spheric Augmented Square-Root Unscented Kalman Fil-
ter). Perform the following steps:

. 0]0

1. Initialization. Set the initial estimates Zoo := To and \| P, = P .

2. Filtering. For k =1,2,...,ky; set the following elements:

(a) The augmented previous estimates by

T
Aa AT =T
Ly 1|k—1 = ["Bk—uk—pwk ;
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ikt _ diag( /Pl;;lvc—l’ @> |

Pmm,a

(b) The state’s tangent previous sigma representation by
N k—1lk—1 k—1|k i

m c 1 o S o S

1, ’wl’ O}. 1 = O'Rl ([0](nz+nw)xl7 \/Pmm,a \/Pmm,a ) .

)
1=

TM,a
Xik—1|k—1> Wi

(c) The state’s previous sigma points, fori=1,... N, by
}Lnx 1)) ’

k—1lk—1 ew TM.a

i T eXp@k—l\k—l (TBtOCB ([XU{WCl

k—1lk—1 ex TM,a

i = eXp@k—l\kfl (TBtOCB ([Xi,k—1|k—1i| (nz+1);(nm+nw),l>) ’

(d) The state’s predicted sigma points by

Xt =T T xSt i=1 N
(e) The state’s predicted estimate by
Yoy klk—1
Bhp1 = i CMdist? (g, a). 9.90
Lk|k—1 arg arg,/l\/rllm ; W 18 (Xz,* ) a’) ( )
(f) The state’s predicted square-root covariance estimate, for i =1,..., Ny, by
~klk—1 e k|k—1
Xi,L = log;ﬁklk_l (CBtOTB (X’LL )) 5
* [ Te~klk—1 [ T~ klk—1
Skk-1 1= { wy X1,|* » s VW X]\/",* } )
. kk—1 . .
P, =tria ([Sxkk_l, kaD .
(9) The augmented predicted estimates by
T
AQ AT a7
Lrlk—1 = {wlﬂk T
. k—1 . klk—1
wa,a =d (wa,a 7Rk)
(h) The regenerated state’s predicted sigma points by
m c ce V2 A~ klk—1
> ,U)2’ wiQ’ }i=1 = URQ ([0](nz+n0)X17 TT,a > )

T™
{Xi,k|k—17 w; i
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(i)

(k)

()

(m)

(n)

(0)

and, fori=1,..., Ny, by

k|k—1 . TM,a
X1| . expﬁ’k\kfl (TBtOCB (|:Xz k|k— 1} Ml)) )
k|k‘ 1 ex TM&
Xig = XDy, (TBtoCB ({X Klh— 1} (nz+1):(nz+n§),1>) .
The measurement’s predicted sigma points by

'Yl?‘kil = hk (le?‘k*17 Xf,"ll;il) ) P = 1’ T ’N2'

3 3

The measurement’s predicted estimate by

Ypjp—1 = arg Juin Zw M dist? ( k= l,b). (9.91)

My i

The measurement’s predicted square-root covariance estimate , fori =1, ..

by

ﬁf'kil = log?y (CBtoTB (’yf'k 1)) ,

Syklk-1 1= {\/@ K|k~ 1 \/T k|k— 1},
 Klk—1 '
Pyy = tria (l:S,.ykk—l, \/ED )

The predicted cross-covariance estimate by

Ak\k 1

Z wr (logmk| (CBtoTB ( klk— 1)))

< (log,, (CBtoTB (+17)))"

The Kalman Gain by

~ klk—1\ [ aklk—1\ 1
G (P (PE)

The state’s tangent corrected estimate by

~TM ATM

Tyik = Tgp—1 + G logy (CBtoTB (gk» .

The state’s corrected square-root covariance estimate at Zy—1 by

S «.—— 27C~k‘k71 27C~k‘k71 .
xklE=1 2= |V W X1 y s VWUN XN )
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PZ':_I = tria <|:Sxkk—1 - Gks,rk\k—l, Gk\/EkD )
(p) The state’s corrected estimate by
rp = oxpl | (TBtoCB (#])).
(q) The state’s corrected square-root covariance estimate at &y, by

rxr

Pif — PT (Pk“ﬂ,.’ikk—l’ if?klk—l? Lf?kk) . (9.92)

Definition 9.17. Consider the system

Tr = XPF @) [logfk(mkfl) fi(@r—1) + wk} )

Y = XDy ) [IOghk(mk) hi (k) + 191@} ;

with M = S™ and M, = S™; and let e, be the canonical basis of R"**! and e, of
R™ 1. Suppose that i) w;, and ¥y are independent; ii) @y, 9 and the initial state xo

are characterized by

o ~~ (fio, Pg$)
g ~ (Tk, Qk) gna »

Sna

sy’

with P2, Q, and R; expressed in the differentiable structure in (A.1), and iii) the
measurements Y1, Yo, ..., Yx, are given. Then the Riemannian-Spheric Additive Un-
scented Kalman Filter (RiSAAUKF) is given by the following algorithm:

Algorithm 26 (Riemannian-Spheric Additive Unscented Kalman Filter). Perform the
following steps:

- 0[0
1. Initialization. Set the initial estimates Zop := Xy and lex = P? .

2. Filtering. For k =1,2,...,ky; set the following elements:

(a) The state’s tangent previous sigma representation by

N A k—1)k—1
TM 1m  1c T
{Xi,k—1|k—1vwi » Wy 7.}i:1 =0k ([O]anh me ) :

(b) The state’s previous sigma points by

k—1lk—1 w .
xi "hi=epg | (TBoCB (), i=1., N (9.93)
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(d)

(¢)

()

(9)

(h)

(i)

(i)

The state’s predicted sigma points by
k|k1. f<k1|k1> i—1 N
- ) — Ly 4V

The state’s predicted estimate by

Ny
Ak . 1,m 3. .2 klk—1
X 1= arg min w;dist ( a)
k|k—1 g acM, Zzzl i Xix s )
Tpp—1 = €XPgr Wk

klk—1
The state’s predicted covariance estimate by

Ak|k 1

The regenerated state’s predicted sigma points by
A R T e Y (LIS A T
and, fori=1,..., Ny, by
Xf‘k - exp?;;lkil (TBtoCB (Xﬂﬁfl)) )
The measurement’s predicted sigma points by

P = (Y =1 N,

The measurement’s predicted estimate by

% N ,m 2 I<:|I<: 1
Ypjp—1 = aIg Ienﬁ/rllwa dist ( ,b) ,

Ypjo—1 = XPyr V.

The measurement’s predicted covariance estimate by
& k\k 1 2,c klk—1 r
zw (1oggz, , (CBWTB (47))) (o) + R

The predicted cross-covariance estimate by

S klk—1 Nz 2,cc klk—1
Py =3 w? (logz,, (CBoTB (X" 1))
=1
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(9.94)

(9.95)

(9.96)

(9.97)

(9.98)

(9.99)

(9.100)



x (loggr . (CBtoTB (v/*7)))". (9.101)

(k) The Kalman Gain by

klk—1\ [ aklk—1\ "1
Guom (P) (P
(1) The state’s tangent corrected estimate by

By = 3l + Gelogyy | (CBtoTB (yy)) - (9.102)

(m) The state’s corrected covariance estimate at &yp—1 by

klk—1 o k|k—1

—(Gy) P, (Gy)".

A KIk,Z g )1 ~
p Mt = p

rxr rxr

(n) The state’s corrected estimate by
&y = expi | (TBtoCB (&) (9.103)

(o) The state’s corrected covariance estimate at Ty by

ng =PT (Pif@kk_lai%k|k—1, i‘kk) : (9.104)

Definition 9.18. Consider the system

Tr = XPF @) [logfk(wkfl) fi (@) + wk} )

Y = XDz [loghk(mk) hy () + ﬁk} :

with M% = S™ and My* = S™; and let e, be the canonical basis of R"**! and e, of
R"™ 1. Suppose that i) w;, and ¥y are independent; ii) @y, 9 and the initial state xo

are characterized by

Loy ~ (CU(), V Pgaz V Png> )

Sna

0~ (D y/Rey/Re )

S™y

with /P2 _, /Qr, and /R expressed in the differentiable structure in (A.1), and
iii) the measurements yi, Yo, ..., Y, are given. Then the Riemannian-Spheric Addi-
tive Square-Root Unscented Kalman Filter (RiSAASRUKF) is given by the following

algorithm:
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Algorithm 27 (Riemannian-Spheric Additive Square-Root Unscented Kalman Filter).
Perform the following steps:
1. Initialization. Set the initial estimates Zop := X and \/ng =/ P° .

2. Filtering. For k =1,2,...,ky; set the following elements:

(a) The state’s tangent previous sigma representation by
N k=1k=1 | ~k—1k o
m c 1 R R
{Xg:li\/ﬁl\k—hwiL ’wil’ ’.}izl =0k ([O]Mth \/Pmm \/P:E:B )
b) The state’s previous sigma points b
g Y
=1,...,N;.  (9.105)

fil‘kil = expeii—l\k—l (TBtOCB (ngli‘{llk_l)) T 1’

(c) The state’s predicted sigma points by

k| k— k—1]k— .
Xi,l* - fx (Xz' 1 1), 1=1,..., NNy
(d) The state’s predicted estimate by
N1
:ﬁlt\k—l = arg rg/{/rll Zwil’mdist2 (Xi[kkfl, a) ) (9.106)
acMe i1
Tpjp—1 = XPgy Wk,
(e) The state’s predicted square-root covariance estimate, fori=1,... Ny, by
< klk—1 e k|k—1
Xi,|* = IOgi‘kmq (CBtoTB (XZL )) ,
S o 1,c.~ klk—1 1,c.~ klk—1
xklk=1 -— W1 Xix 5 VUN XN )
. klk—1 . y I
an: = trla ([Sxkkl, Qk»:|> .

(f) The regenerated state’s previous sigma points by
k=1 | A klk—1
1 = UR2 ([O]an1? \/Pwaz \/Pw:c ) )

2m 2,c 2,cc
: w;

No
™ ,
{Xi,k\kfb w;, Wy, }

1=

and, fori=1,..., Ny, by
k=1lk _
Xi =

AL NN
Xi = 108411

eXpZZk‘k,l (TBtoCB (ijé\fkfl)) )
(CBtoTB (x* 1)),
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S L 2,c~ klk—1 2,c.~ klk—1
xklk=1 = w1 X1 y 0y VWUN XN :

(9) The measurement’s predicted sigma points by

P (), =1, N

2

(h) The measurement’s predicted estimate by

,m 2 k|k 1
Ypjp—1 = arg m/gllyzgw dist ( ,b), (9.107)

Ypjp—1 = €X Py 119k-

(i) The measurement’s predicted square-root covariance estimate, fori =1,..., No,

by

A = loggr  (CBtoTB (")),

c~klk—1 c~klk—1
S,yk\k—l = [\/w% Y1 | y Ty wa?\f ’7]\|f :| )
~ k|k—1 .
Pyy = tria <|:S,Yk|k1, \/Rk]) .

(j) The predicted cross-covariance by

N

P = S () ()

=1

(k) The Kalman Gain by

k|k 1\ [ ~klk—1\ "1
6= (P ) (P07
(1) The state’s tangent corrected estimate by

f;‘g],\f ; A{ﬂf 1+ Gy logy (CBtoTB (ng :

(m) The state’s corrected square-root covariance estimate at yj,—1 by

P’;f_l ;= tria (|:Sxkk1 — GkS,yk\kq, G;ﬂ/ﬁ]) .

(n) The state’s corrected estimate by
Ty = expgr (TBtoCB (ﬂ%\k ))
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(0) The state’s corrected square-root covariance estimate at Ty by

Pfcf_l =PT (M, ikk—lafﬁkﬂk) : (9.108)

The Riemannian sample means are the only elements in these algorithms that still
have to be calculated by approximations or algorithms. The following Riemannian

sample means are required:

® &y in (9.87) and gy, in (9.88) for the RiIAuUKE;
® Zy—1 in (9.90) and gy,_q in (9.91) for the RiIAuSRUKF;
® &y in (9.94) and gy, in (9.98) for the RIAAUKF;

® &y in (9.106) and g,y in (9.107) for the RIAASRUKE;

Examples of numeric techniques for computing these means are the five methods for
weighted means of unit quaternions presented in Section 7.2.2 (the FN, DPPSE, GDA,
MQVCF, and MAMCEF; cf. Table 7.4), or the optimization algorithms presented in
[174] (e.g. their Newton’s method, or trust-region methods).

Other cases such as Riemannian Unscented filters for products of Euclidean spaces
and spheres can be obtained from these Riemannian-Spheric UF’s by making simple

extensions.

9.5.1 Riemannian-Spheric Unscented filters and Quaternionic Unscen-
ted filters

In Section 7.3, we introduced the Quaternionic Unscented filters (QuAdUF’s),
namely the Quaternionic Additive Unscented Kalman Filter (QuAdUKEF, Algorithm
17) and the Quaternionic Additive Square-Root Unscented Kalman Filter (QuAd-
SRUKF, Algorithm 18)—recall that QuAdUF’s are defined for systems where the state
variables belong to S x R", but for simplicity we will restrict the discussion of this
section to state variables belonging only to the S3; this does not imply any loss of gen-
erality for this discussion. It is natural to ask for the relation between these filters and
the Riemannian-Spheric Additive Unscented filters (RiISAdUF’s)—the RiSAdUKF and
RiSAASRUKF. We can point out at least six advantages of RiISAdUF’s comparative
with QuAdUKEF’s:

1. RiSAAUF’s preserve distances and angles, but the QUAAUKF’s with i) generalized

Rodrigues vectors, and ii) quaternion vectors do not. While all operations in the

241



RiSAdAUF’s are isometries (functions preserving distances and angles; cf. Section
A.2), in the QuAdUF’s the Quaternionic functions QtoGeRV and QtoQuV (and
their inverses) are are not isometries; indeed the distance from the quaternion
1=(1,0,0,0) to the quaternion —1 = (—1,0,0,0) is

dist (1, —1) =
but the distance from the transforms of these quaternions by the QtoQuV is

dist (QtoQuV(l), QtOQU_V(—l)) = ||[0]3><1 - [0]3><1|| = 0,
and by the QtoGeRV is

dist (QtoGeRV (1) s QtoGeRV[—l]) = ||[0]3><1 — [O]SXIH =0.

. RiSAdUF’s are more robust to miss-defined operations than the QuUAdUF’s with
rotation vectors. For the tangent vector v = [vy,vs,v3,v4)7 € T1.S™ ! we have

that—using the canonical basis of the embedding space R*—
0=(1,v) =wvy;
hence

expy (v) : = cos ([[vl]) 1+ sin (o) ¢

ol
cos (||o])
sin ([[o]) 2
sin ([[o]})
V4

sin ([lo]) 2

For the function e defined by

2

[l
n— 0 cos (=4
e B[O](n—l)xl(ﬂ_) — 5 t— {_1} LT eXPy [ L :| = |: sin ”£3 z ] )

we have that
e(z) := RoVtoQ () .

Therefore, the RoVtoQ can be viewed as the Riemannian exponential mapping
on S" ! at 1 (thus is a isometry); likewise, the function QtoRoV defined in (7.5)
is equal e™!(z) and can be viewed as Riemannian logarithm mapping on S™! at
1.
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Both the RiSAdUF’s and the QuAdUF’s may present bad-definition problems
when mappings exp, and log, are realized at points where the distance from q is
equal or greater than 7 (we can consider more than one turn on the sphere). In-
deed, the logarithm map log,(p) is not defined at the antipodal point p = —q [cf.
(A.23)], and the exponential map exp,(v) is not defined for vectors v € T,5"*
with ||v]| > 7 [ef. (A.22)].

Nonetheless, the RiSAdAUF’s are more robust to these problems than the QuAdUF’s
with rotation vectors.

In the QuAdUF’s with rotation vectors, the exponential and logarithm map-
pings are always calculated at the point ¢ = 1 [cf. (9.109)]. Therefore, for the
QuAdUF’s, at any time in the history of the system, whenever i) the state or the
measurement are calculated at —1 the logarithm mapping log, will be undefined,
and ii) the system perform a complete turn on the sphere, the exponential map-
ping exp, will be undefined (the distance from 1 will be equal or greater than 7).
On the other hand, in the RiISAdUF’s, the exponential and logarithm mappings
are calculated at different points (not always at ¢ = 1). For instance, in the
RiSAdUKF, these mappings are calculated at &j,_jx—1 in (9.93); at &y in
(9.95), (9.96), (9.97), (9.101) and (9.103); at §,_q;, in (9.99), (9.100), (9.101)
and (9.102); and at &y, in (9.104).

Because these mappings are realized at different points in RiSAdUF’s, the bad-
definition problems of these mappings are less likely to happen in the RiISAdUF’s
than in the QuAdUF’s with rotation vectors. Let us compare, for instance, the
equation (9.103) of the RiISAAUKF with (7.39) of the QuUAdUKF. In (9.103), if

i (9.110)

then
exp,, (TBtoCB (#4))

will be undefined (TBtoCB is just a change of basis and do not change the value
of norm); and in (7.39), if
|z = 7, (9.111)

than
VtoQ ()

will be undefined (for the QUAAUKF, VtoQ = RoVtoQ). For (9.110) to be true,
the corrected estimate &y, would have to be at least a complete turn away from
Zg|p—1; for (9.111) to be true, &, would have to be at least a complete turn away
from 1. Naturally, it is more likely for (9.111) to be true, than for (9.110) to be,

when all the history of the system is considered.
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3. The (corrected) state’s covariance estimates 15];‘: in the RiISAdUF’s are more sig-
nificant than the (corrected) state’s covariance estimates P%** in the QuAdUF’s.
The matrix Pilf is an estimate of the covariance Pt of x; at Ty, and from
(8.8), we can see that Tr(IAJZ';) provides an estimate of the error of the estimate
Tk
However, for P%** we can not find a similar relation between PZM* and the
error of the estimate &y, because ﬁ’;’ﬁk are calculated on a parameterization at

Zyk—1; a covariance calculated at &y, is required for this relation to be made.

~ K|k
We highlight that, in the RiISAdUF, P__, | is calculated by performing the par-
~ k|k,z
allel transport of the state’s covariance estimate P ok from ka\k Mg x

M, to Ty, Mg x Ty, My

$k\k 1 Lk|k Lk|k [

SRUKF, \/Pf| is calculated by performing the parallel transport of \/W

equation (9.104)]; and, in the RiSAd-

from Ty, , Mz X T, Mg to Ty, My X T, My [cf. equation (9.108)].
4. The previous state’s oR’s x ¥~ 1h=1 .= {y 1A= lm yle ey are better de-

fined in the RiSAdUF’s than the previous state’s quaternion sets x* '*~1 .=

{X’I.“*”k*l7 w;™ w % w; Y in the QuAdUFs.

2 3 7 )

In the RiISAdUF’s, x*~1*~1 is obtained from X;;FMM L= {XZ,?{l‘k_l,wil’m,wLC

7 )

w; Y [cf. equations (9.93) and (9.105)], and xIM 1k—1 18 a oR of zp ~ ([0]n, x1,

~ k—1lk—
Pml‘ 1). From Theorem 9.1, we know that x
o k—1]k—1

(Zr1h-1, Pyy )-
Even though a similar relation between x

k=1lk=1 s 4 RiocR of @j_q ~

k=1k=1 4nd x,_; can be established for
the QuAdUF’s with rotations vectors, this relation is not consistent with the filter.
In the QUAdUF’s, x*~1%=1 is obtained from gvh—1k=1 = {goF 1kt yplm 4 Le,
w; Y [cf. equations 7.38 and 7.40], and x**~ %=1 is a oR of x}, ~ ([0] Pyklky,

Since the mapping RoVtoQ can be viewed as the Riemannian exponential map-
h U k 1|k—1

Nng X1

ping on S"1 at 1 [cf. equation 9.109], eac belongs to the tangent

space T1.5" 1. Again, from Theorem 9.1, we know that x* '~ is a RioR of
k= 1k—Lag A .

Tt ~ (Bp—1,6— 1, PrklR) with Poklk — p HE=1 Bt ' ie., with PUFF being the

covariance of x,_; at &pp—1 (cf. item 3). We believe that this may lead the

rr

QuAdUF’s with rotation vectors to provide poor estimates.
In this case of QUAdUF’s with generalized Rodrigues vectors or Quaternion vec-

k=1k=1 and the state xx_q

tors, it is difficult to state a similar relation between x
because i) QtoGeRV and QtoQuV are not Riemannian exponentials, and ii) P2

is calculated on a parameterization at &y,_1 (cf. item 3).

5. In the RiSAdAUF’s the concepts of probability and statistic theories are well de-
fined, whereas in the QuUAdUF’s, some of them are not. The RiISAdUF’s are built

upon the well defined Riemannian random points and statistics of Chapter 8, but
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the QuUAdUF’s were not build upon any kind of definition of the random variables
and their statistics in the S"~!. Theorem 9.1 provides the relation between a oR
on the tangent space of S ! and its associated RioR on the S"~!, but we do not

have a similar result for any of the QuAdUF’s.

6. The additive Riemannian system is well defined for RiISAAUF’s, while the ad-
ditive quaternion model for the QuAdAUF’s is not. The additive system for the
RiSAdUF’s is defined in (9.20) and is built upon the intrinsic statistics for Rie-
mannian manifolds presented in Chapter 8. On the other hand, all additive-noise

quaternion models associated QuAdUF’s present problems (cf. Remark 7.1).

Altogether, we can say that RiISAdUF’s are better principled than QuAdUF’s. We

illustrate this statement in numerical simulations.

We now perform simulations comparing a RiISAAUKF with the USQUE of [48]
(which is a QuAdUKF) in the same satellite scenario of Section 7.4.

In this example, the scenario is configured according to [48]: T = 10s, o, =
0.31623 purad xs7Y/2, 05 = 3.1623 x 10~* prad xs7%/2, 3y = [0.1]3x; deg/hr, o, = 50 nT,
éo =1, Bo=Bo+10,20, 0" deg/hr, and

2
peolo _ (Ug?’e) I3xs [0]555
TT 0/0,8 2
[0]3><3 (Uxx ) I3><3

with 0% = 5 deg and ¢%%# = 20 deg/hr.

The setting parameters of the filters were:

1. the USQUE of [48] witha=1and A=1;

2. the RiISAAUKF with the RhoRicR and tuning parameter p = 0.5; and using the
Direct Propagation of the Previous State’s Estimate (Section 7.2.2.2);

The RiSAAUKF outperformed the USQUE of [48]. This outperformance can be verified
both qualitatively and quantitatively.

Qualitatively, this outperformance can be seen in Figure 9.1. This figure presents,
for one simulation of each e;, es, e3 and ey, the plots of the i) correct path (in black,
solid line), ii) estimates of the RiISAAUKF (in red, dot line), and iii) estimates of the
USQUE of [48] (in blue, dash-dot line). The plot of the RiISAdUKF’s estimates is
almost indistinguishable from the correct path’s plot (they are overlapped), but the
plot of the USQUE’s estimates is clearly displaced from the correct path’s plot.

Quantitatively, this outperformance can be seen from the RMSD [defined in (5.42)]
of (7.43) and the RMST [defined in (7.44)] of the estimates of these two filters: for N =
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Figure 9.1: Values of ey, es, e3 and e4 for the new RiSAdUKF and the USQUE for a
problem of satellite attitude estimation.

201 iterations and N, = 1000 simulations, i) the RISAdUKF’s RMSD is, approximately,
1.541 x 1073, and the USQUE’s RMSD is 1.522 x 107}; and ii) the RiSAdUKF’s RMST
is 3.37 x 107, and the USQUE’s RMST is, approximately, 4.23 x 107%. The USQUE’s
RMSD is, approximately, 100 times the RiISAdUKF’s RMSD!

9.6 RIEMANNIAN UNSCENTED FILTERING FOR STATE
VARIABLES BEING UNIT DUAL QUATERNIONS

Throughout Chapter 8 and in Section 9.5, we studied Unscented filters for quater-
nions system. Representing rotations of 3-dimensional bodies with unit quaternions
may have some advantages comparative with other representations of rotations (cf.
Chapter 8). The good properties of the unit quaternions for representing rotations
can be extended to full movement of rigid bodies—a translation and a rotation of a

3-dimensional rigid body—by the so called unit dual quaternions.
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A dual quaternion g can be written in the form

a=7(a)+:7(q).

where #(q) € H is called the primary part of q, the Z(q) € H the dual part of q, and
e the dual unit; ¢ is a generalized complex number such that e = 0 [35]. The dual

quaternion algebra will be denoted as 7.

The addition and multiplication between two dual quaternions are defined as fol-
lows:

qg+p :@() f@@)—l—s{.@(q)i@(p)};

ap =2 (a) +=2 (q)] [# (o) +<7 (p)].

The conjugate g* of a dual quaternion q is defined using the conjugate of quater-
nions in the following way:

a' =2 (a) +7 () ;

with the conjugate, we can define the following function

=4q'q.

H q H is also a dual scalar number of the form
HQH =a+eb, a,bel0,00);

even thought this function ||| is not a norm (positive function with the triangle in-
equality), it is generally named as the pseudo-norm of q or, for simplicity, just as the

norm of q.

If the norm of a dual quaternion q is equal to 1 + 0 = 1, then we call g an unit
dual quaternion. The set of all unit dual quaternions forms a quadric—essentially, a
quadric is a set comprising the zeros of a polynomial of degree 2—, and is called the
Study Quadric [175]; we will denote the Study Quadric by s#1M.

While unit quaternions can represent rotations of 3-dimensional rigid bodies, unit
dual quaternions can represent full movements; full movements of rigid bodies are
compositions of rotations and translations. In fact, any unit dual quaternion can be
written in the form

1
q=q+e599; q € S%qeR?
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where g represents the rigid body displacement composed of the rotation g and trans-
lation ¢ [35].

Naturally, rigid body displacements can be represented by other elements, such as
homogeneous transformation matrices. These matrices are the natural way of describ-
ing rigid body displacements in homogeneous coordinates. The group formed by these
matrices along with the usual matrix product is called the Special Euclidean Group
and usually denoted by SE (3).

Nevertheless, unit dual quaternions present benefits comparative with other rep-
resentations of rigid body displacements. For instance, comparative with homoge-
neous transformation matrices, unit dual quaternions present computational advan-
tages; among other advantages, the cost of some important operations, such as calcu-
lating Jacobians and forward kinematics, is smaller for unit dual quaternions than for

homogeneous transformation matrices [35].

Because of the good properties of the unit dual quaternions when representing rigid

body motions, we develop Unscented filters for systems composed by them.

9.6.1 Riemannian UKF for dual quaternions

In order to define a UKF for dual quaternions, we must describe a stochastic dy-

1l We are unaware of

namic system with the random variables belonging to the 7/
any probability and statistic theory for unit dual quaternions, but we can use the one

developed for Riemannian manifolds.

For a unit dual quaternion ¢ = g +¢3qq, g € S*, ¢ € R?, the function

g AN 58X R?
a +wlad’ (9.112)

is one-to-one, and its inverse is

et SE xR — ol
T 1
] —qi=q+ec-qq.

la,q 5

Because 1) maps unit dual quaternion uniquely to a the Riemannian manifold S? x
R3, we can construct UKF’s for the 'l using the Riemannian-Spheric Unscented

Filters of Section 9.5. Define the following system:
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z, = fr (1, wk) )

y, = hi (zy, 9y) (9.113)

where £ is the time step; ; the internal state characterized by the Riemannian random
point ¢ (z;) € Pgsxrs; Y, is the measured output characterized by ¥(y,) € ®gsxps;
@y € P the process noise; and wy € Py, the measurement noise. The system

(9.113) will be called dual-quaternion (stochastic, discrete-time, dynamic) system.

We can define an additive variant of system (9.113) in a way similar to the case
of Riemannian manifolds. Define the following operation between a dual quaternion g

characterized by 1(q) ~ (@, Pq)gs,ps and an Euclidean random vector p ~ (p, B, )ge

(0 (gEEp) ~ (equﬁ, P, + Pp) )

Then the additive variant of (9.19) is a system in the form

Ly = f (&k—ﬁ H @y,

y, = hi (z;,) BV, (9.114)

with W = W, ka = R67 19]{: = 19}(:7 and Mﬂk = RG.

Since S? x R3 is a product of two Riemannian manifolds, it is also a Riemannian
manifold. Let equs3 be the Riemannian exponential application in the S® at g € S*—
one expression is given in (A.22)—, and exp]}f3 the Riemannian exponential of R? at
q € R3>—see (A.20)—; then the Riemannian exponential exp®” ¥’ of $% x R3 at [q, ¢]”

la.q"
is

exp[gj(jﬁg‘3 D TS x T,R® — S x R?

woal” e fexpf (), expl ()]

similarly, for loqu3 being the Riemannian logarithm application in the S® at q € S3—
one expression is given in (A.23)—, and log]fg’ the Riemannian logarithm of R? at

q € R3>—see (A.21)—; then the Riemannian logarithm logﬁlgqx]?s of S3 x R? at [q,q]" is

logy *F': S* xR* — T,8% x T,R®

)" [logd (p)log ()]
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Then we can define the Unscented filters for the dual quaternions. For the aug-
mented filters, define the augmented functions f¢ : 1M x M, — 1 and h¢
AN My — M such that, for |

e ([2]) e o

Wi
h;<

Definition 9.19. Consider the system (9.113)

Ly
=h ,0%) -
9, ) k (Ek k)

z, = fr (gkfla ‘Wk) )

the pair of equations (9.115), and the function 1 defined in (9.112). Suppose that i)

w,, and 9, are independent; ii) =, 9, and the initial state x, are characterized by

w (EO) ~ (i()?Pgw
Y (@) ~ (@, Qk)53><R3 )

¥ (D) ~ (O, Re)

>S3><R3 ’

S3xR3’

and iii) the measurements Yy Yy 0 Yy, AT given. Then the Dual-Quaternionic Rie-

mannian Augmented Unscented Kalman Filter (DQRiAUUKF) is given by the following

algorithm:

Algorithm 28 (Dual-Quaternionic Riemannian Augmented Unscented Kalman Fil-

ter). Perform the following steps:

. 0[0
1. Initialization. Set the initial estimates &o = ™" (To) € and P;x = PY .
2. Filtering. For k =1,2,...,ks; set the following elements:

(a) The augmented previous estimates by

Tp_1p—1 =V (Ekqmq) ;

T
Aa AT T
Lh—1k—1 "= {wkflwc—lawk} 5

A k—1]k—1 . ~ k—1]k—1

P,.. =dag <Pm ,Qk) .
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(b) The predicted statistics of the state by

o klk—1 , B a . h—1lk—1
|:wkk 1y P ] = RiUT, <¢ Yo fk © ¢7 Lp_1|k—1 Pmm,a )

(c) The augmented predicted estimates by

AQ .
Lrlk—1 = {wkm 1,0

P dia (Pkkl,Rk).

TT,a T

(d) The predicted statistics of the measurement by

. A klk—1 A Klk—1 . _ . a o klk—1
yk“{*l’ Pyy ’Pwy,a :| = RIUT2 <w 1 (] hk (6] w7 wk"k‘—l’ wa7a ) 5
A klk—1 o k|k—1
Pl [Pw|ya ] .
7 1(1:6),(1:6)

(e) The corrected statistics of the state by
 klk—1\ [ aklk—1\ "1
o= (P ) (P )
yk = w (yk) )

“TM ._ ATM

T = Ty + Grlogy, <yk) :
. ~TM
Tklk = XPg, ($k|k )

imk =7 ($k|k) )

o klk, @ 1 . k|k 1 . k|k 1 T
o~ K|k ~ K|k &1 N
P, =PT (P s Lhlk—1, Tklk | -

Definition 9.20. Consider the system (9.113)

z, = fr (@:—1, Wk) )

Qk = hy, (glm 19k) )

the pair of equations (9.115), and the function 1 defined in (9.112). Suppose that i)

@, and ¥, are independent; ii) zo;, ¥, and the initial state x, are characterized by

w~@mmmwﬂ> |

S3xR3

vim) ~ (ﬁk’ @@T) SIXRE
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v @) ~ (9 /Ry/Ri )

where /Q), is ng, X ng, and ng, and iii) the measurements Y Yy - Y, are
= == —_f

given. Let ng, be the number of columns of \/Q) and ny, of v/ Rj. Then the Dual-
Quaternionic Riemannian Augmented Square-Root Unscented Kalman Filter (DqRi-
AuSRUKF) is given by the following algorithm:

S3xR3 ’

Algorithm 29 (Dual-Quaternionic Riemannian Augmented Square-Root Unscented

Kalman Filter). Perform the following steps:

[ ~ 00
1. Initialization. Set the initial estimates &gy = V™" (Zo) and PxL = /P .

2. Filtering. For k =1,2,..., ky; set the following elements:

(a) The augmented previous estimates by

L1k = VY (Qk—uk—l) )

T
AQ e A —

Lp1|k—1 = {wkfﬂkflawk} )

~ k—1]k—1 . [ ~k—1lk—=1
P:l::t,a = dlag ( Pmm 9 Qk) .

(b) The predicted statistics of the state by
. k-1
[wlﬂk—la P, ]

. _ ~ [~ k—1|k—1
= 1:{ISI:{UVI‘l (1/1 Yo fk © ¢a L—1|k—1, me@ ) [O]nwk ank) .

(¢) The augmented predicted estimates by
AQ A a T
Llk—1 = [wk|k71719k} )

Pilsf,;l = diag (\/ pif_l7 V Rk) :

(d) The predicted statistics of the measurement by

R < klk—1 k-1
[ylﬂk—l? Pyy 7SX7 S‘ra Pwy,a 1

. _ . [ ~k|lk—1
— RISRUTQ <¢ 1 e} hk ) w, $k|k,1, Pmm,a , [O]nﬂan0k> R
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and
Pmy

Ty,a

o k=1 {A kk—l}
. (1:ng),(1ny) '

(e) The corrected statistics of the state by

- -1
< elk—1 < elk—1 < elk—1
Gk::(Pmy )(Pyy> (Pyy> ’
’!,{k = ¢ (yk) )

“TM ._ ATM
Thjk = Ty + Grlogy, | (’ilk) )

A AT M
Lrlk = €XPgz ., <$k|k ) )

~ 1A
Ty, = (wk\k) ,

~ K|k, 2 k-1

P

~ K|k, &g k-1 A kb Zrp—1 A
P =PT P ,.’L‘k‘k,hmkm .

= triag ([Sy — G S,]),

rxr

rr rr

Definition 9.21. Consider the system (9.113)

z, = fr (Ty_1) B oy,

and the function ¢ defined in (9.112). Suppose that i) zo, and ¥, are independent; ii)

w,;, ¥, and the initial state x, are characterized by

(0 (io) ~ (5707 Pgm)gsst ’
@k ~ (T, Qk) g3 s 5
I~ (U, B

S3xR3’

and iii) the measurements Yy Yy - Yy, are given. Then the Dual-Quaternionic

Riemannian Additive Unscented Kalman Filter (DqRiAdUKF) is given by the following
algorithm:

Algorithm 30 (Dual-Quaternionic Riemannian Additive Unscented Kalman Filter).
Perform the following steps:

- 0J0
1. Initialization. Set the initial estimates &g = V™" (Zo) and Pr‘z = P .

2. Filtering. For k =1,2,..., ky; set the following elements:
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(a) The predicted statistics of the state by

Th_1p—1 = (Ek_ukq) )
. klk—1 A k—1]k—1
Ak R .
|:mk|k17qu:,* ] = RiUT, <¢ o fro, Zp_1k-1, Ppy >,
Zpih—1 = €XpPyr @
kle—1 pxk|k—1 k)

. klk—1

~ k|k—1
Tx = Pmm,* + Qk

(b) The predicted statistics of the measurement by

< klk—1 aklk—1

A~k . A k‘k 1
yk|k717Pyy,* 7P;1:y :l = RIUTQ <¢ © hk © wawlﬂk 1 P ) )

Yulk—1 -= XPy; Vg,

~ klk—1 ~ k|lk—1

vy : Yy, *

(c) The corrected statistics of the state by
A Elk—1\ [ aklk—1\ 1
e (B2 ()

Yr = <yk> ;
MY = AL+ Gy, (3).

A ~TM
Tklk = CXPg, <$k|k ) ,
A o —1 A

Lk = w Lklk |

I):c:v7 (Gk’)

(Gk) )
A klk A k|k mk‘k 1

Pl =PT (P ﬁ:kk_l,zfckk> .

k|k 1

Definition 9.22. Consider the system (9.113) and the function ¢ defined in (9.112).
Suppose that i) zo;, and 4, are independent; ii) ==, ¥, and the initial state x, are

characterized by

Y (xg) ~ <w0,\/P2w\/Pgw ) ,

S3xR3

wwk““(wkv\/»\/>> )
00~ (e /)

and iii) the measurements Yy Yy - Yy, are given. Then the Dual-Quaternionic

Riemannian Additive Square-Root Unscented Kalman Filter (DqRiAdSRUKF) is given

S3><]R3
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by the following algorithm:

Algorithm 31 (Dual-Quaternionic Riemannian Additive Square-Root Unscented Kalman

Filter). Perform the following steps:

|~ 0j0
1. Initialization. Set the initial estimates &q := ™" (Zo) and PIL = /P,

2. Filtering. For k =1,2,...,ks; set the following elements:

(a) The predicted statistics of the state by

T 1h—1 =V (Ek—l|k—1> )

A x A~ klk—1 . . o k—1]k—1
[xmk_l, VP ] .~ RiSRUT, (fk, e VP \/Qk),

Lklk—1 = eXP:;;;W1 Wi

(b) The predicted statistics of the measurement by

s A klk—1 A k|k—1 . . L k|k—1
[yk““, P, 58y, Pl ] = RiSRUT, <hk,wk|k_1,\/;, \/J?k>

Y = exp; V.
Yik—1 Py, Vk

(c) The corrected statistics of the state by

- -1
< elk—1 < elk—1 < elk—1
Gk::(Pmy )(Pyy> (Pyy> ’
’!,{k = ¢ (yk) )

“TM . ~TM

Tyip = Tpp—1 + Gy, loggk‘ki1 ('{/’ﬂ) ,
s ~TM
Lk = €XPgzy ., <$k|k ) )

ik\k = ¢_1 (i%k\k) )
P g ([SX _G,S., GM/RkD ,

o K|k E k-1 o klkErk-1 . A
P =PT P ,wk‘k,1,$k|k .

xrr rr

As far as our knowledge goes, these dual quaternions UF’s (the DqRiUKF, DqRiS-
RUKF, DqRiAd-UKF and DqRiAdSRUKF) are the first UF’s for unit dual quaternions
of the literature. We highlight the following properties of these filters:

1. they preserve norm of the unit dual quaternions at every time step;
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2. their probability and statistic elements are well defined;

3. all operations within them are well defined (e.g. there are no sums of two ele-
ments for whom the sums would not be well defined, such as sums of unit dual

quaternions);

4. the rotation part and the translation part of the dual quaternions—for a unit dual
quaternion q = q—i—&%qq, q is the rotation part and ¢ the translation one—are not
being treated separately since these two parts are not supposed to be independent
Riemannian random points. In fact, the cross-covariances between the rotation

and translation parts can be different from zero.

9.7 CONTINUOUS-DISCRETE-TIME AND CONTINUOUS-
TIME RIUKF’S

Similar to the Euclidean case, instead of considering the dynamics and the mea-
surements time discrete, we can consider i) the dynamics being time continuous and
the measurements being time discrete, ii) the dynamics being time continuous and
the measurements being also time continuous, or iii) the dynamics being time discrete
and the measurements being time continuous. In the first case [i)], we call the system
continuous-discrete-time; and in the second case [ii)], we call the system continuous-
time. We do not treat the third case [iii)] because it is usually not considered in practice

(cf. the comments at the end of Section 5.8).

A Riemannian continuous-discrete-time (stochastic, dynamic) system can be writ-

ten in the form given by, for t > t,

da(t) = f (@(t), (1)), (9.116)
Yi, = hi (Tr, k) ;

or in the additive form

da(t) = exprrgy 1087 fi (@(t) + dw(t)] | (9.117)

dy; = exphk(mk) [loghk(fb‘k) h (wk) + 194 )

In the systems above dw(t) and did(t) are well defined; they are differentials of Eu-
clidean stochastic processes. However differentials of Riemannian stochastic processes
such as dz(t) and dy(t) were not defined yet in this work. We are unaware of any work

with results related to these differentials, and we do not know the conditions for their
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existence; we shall only suppose they exist.

We can extend the continuous-discrete-time and continuous-time UKF’s of Section

5.8 to the relative Riemannian cases by using the forms of the Riemannian filters.

For the augmented versions of these Unscented filters, define, for the Riemannian
continuous-discrete-time system, the augmented functions f{ : M, x Mg — M, and
hi : Mg x My — M, such that, for ,

I ([ =(!) ) = fi ((t), q(0). (9.118)

Definition 9.23. Consider the system (9.116)

d.’,l?(t) - ft (.’B(t), W(t)) )
Y. = I (wlm'ﬁk) )

and the pair of equations (9.118). Suppose that i) the noises zo(t) and 9y are indepen-
dent for all t > ¢y and k > t¢; ii) o (t), ¥4 and the initial state x(ty) are characterized
by

z(to) ~ (20, PY,)

M
dwo (t) _
"0 (@ QD)

9y ~ ({9k, Rk)

My )

and iii) the measurements yi, Yo, ..., Yx, are given. Then the Riemannian Continuous-
Discrete Augmented Unscented Kalman Filter is given by the following algorithm:
Algorithm 32 (Riemannian Continuous-discrete Augmented Unscented Kalman Fil-

ter). Perform the following steps:

- 0[0
1. Initialization. Set the initial estimates Zojo := Ty and Px‘z =P .

2. Filtering. For k =1,2,...,ks; set the following elements:

(a) The state’s predicted statistics. For the initial conditions

(th—1) := Th—1jk—1 and

-
A — Ak—1|k—1
Pq;m(tk—l) = P s

rxr
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solve i), for & (ty), the differential equation
Az~ (t) :=m~ (t);

and i), for f’;w(tk), the differential equation

where

(b) The measurement’s predicted statistics by

jZ|k—1 = |:<§3_(tk)>T7{9£ 7T

~ _ . T
Pilmk,al = dlag <<Pmm(tk)) )Rk> )

. Cklk—1  aklk—1 ) a Aklk_1
Yik-1> Pyy P :| := RiUT, (hk7 Llk—1s P:ma ) )

’ wy7a 2

A klk—1 ~ klk—1
Pt [PW

Y ](mx),(my) ‘

(c) The corrected statistics of the state by

klk—1\ [ aklk—1\ "1
e (#27) (72)

~TM . ~TM
Tpp = Tpjp—r + G Ing/m_l <?jk) )

e

A AT M
Tilk = ©XPg, ($k|k ) ,

k@1 . klk—1 . k|k—1 T
wa = Pwaz - (Gk) Pyy (Gk> )
~ K|k S klkEr 1 L A
P:mc = PT (Pmm ,azk‘k_l,wk‘k .

Definition 9.24. Consider the system (9.117)

d(t) = expy oy [Ingt(:c(t)) fe(x(t)) + dw(t)} ,

Ay, = expr s [loghk(m e (@) + ’9’“} '

258



Suppose that i) the noises wo(t) and 9y are independent for all t > ¢y and k > to; ii)
wo(t), 9% and the initial state @ (tq) are characterized by

@(to) ~ (20, PY,)
0 (@),

Uy ~ (@k,Rk)ny )

My’

and iii) the measurements y1, y2, ..., Yi, are given. Then the Riemannian Continuous-

Discrete Additive Unscented Kalman Filter is given by the following algorithm:

Algorithm 33 (Riemannian Continuous-discrete Additive Unscented Kalman Filter).

Perform the following steps:

- 0[0
1. Initialization. Set the initial estimates Zopp := Xy and Px‘x = PY .

2. Filtering. For k =1,2,...,ky; set the following elements:

(a) The state’s predicted statistics. For the initial conditions

a:_(tk_l) = £k71|k71 and

A — Ak—1|k—1
Pmm(tk—l) = P

rr )

solve i), for & (ty), the differential equation
Az~ (t) :=m" (t);

and i), for P__(t), the differential equation

AP, (1) = Pl () + (P; o (t))T Q1)

where

A —

[m; (1), 0, P, ) (t)} — RIUT, ( o8 (1), ﬁm(t)>

(b) The measurement’s predicted statistics by

~x ~ klk—1 A k|lk—1 . .~ A —
Gl Py Py | o= RIUT: (a0, Pra(t)).
@k\k—1 = XPyr U,
~ k|k—1 ~ klk—1
o1

vy ' Yyy,*

+ Ry.
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(¢) The corrected statistics of the state by

 klk—1\ [ aklk—1\ 1
Gy = (Pmy )<Pyy ) ,

HY = FL + Gulog,, ().

4 - ~TM
Lhlk -= €XPgy ., (l’mk ) ,
< holk @1 k-1 k-1 T
Pmm = Pmm - (Gk) Pyy (Gk> )
K|k A kb Zrp—1 .
Tz = PT <Pma: ,a:k‘k,l,:ck‘k .

Similarly, a Riemannian continuous-time (stochastic, dynamic) system can be writ-

ten in the form (for a vector x, dz stand for its differential) given by, for t > ¢,

dz(t) = f, (2(t), = (1)), (9.119)
dy(t) = he (z(t),9(1)) -

or in the additive form

da(t) = expr gy 1087 fi (@(1) + dw(t)] | (9.120)
dy(t) = exprzay 108 he (@(t) + di(t)]

For the augmented versions of these Unscented filters, define, for the Riemannian
continuous-discrete-time system, the augmented functions f{ : M, x Mg — M, and
hi : Mg x My — M, such that, for ,

Iz ([ =) ) = f, (2(0). q(1)). (0.121)

@ (t)

(e
r(t) |

Definition 9.25. Consider the system (9.119)

U
8
—~
~+
~—
I

fi(z(t), @ (1)),
hy ((1),9(1)) ;

QU
<
—~

~+
~—

I

and the pair of equations (9.121). Suppose that i) the noises wo(t) and 9(t) are in-
dependent for all ¢ > ty and k& > to; ii) wo(t), ¥(¢) and the initial state x(ty) are
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characterized by

x(ty) ~ (5307 ng)
dwo(t) _
FTan (r, Q1)) e >

do -
(o)

Mg’

My’

and iii) the measurements y1, y¥a, ..., Yx, are given. Then the Riemannian Continuous

Augmented Unscented Kalman Filter is given by the following algorithm:

Algorithm 34 (Riemannian Continuous Augmented Unscented Kalman Filter). For

the initial conditions

solve i), for &(ty), the differential equation

dib(t) == (1) + G(t) (y(t) — 9(1)) ;

and ii), for P,y (ty), the differential equation

where

)
)
)
W0
rin(t), 0. Py ()] 1= RiUT (£, 20(0). P (1)),
(G110 Py ()] := RIUT, (b, #;(1), Py (1))
Poso)(t) = [Py ] 1
P (t) = [paxh(w)(t)} (L) (Limy)
G(t) i= P (VR (1)
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Definition 9.26. Consider the system (9.120)

da(t) = expr iy 1ogmmy /i (®(1) + dw(t)]
dy(t) = expy iy 108 b () + dI (1)

Suppose that i) the noises zo(t) and 9¥(t) are independent for all t > ¢y and k > t; ii)
zo(t), 9(t) and the initial state & (ty) are characterized by

z(to) ~ (20, PY,)

Mm )
d
=0 L (@),
ddy,

TR (@k,Rk)ny;

and iii) the measurements y1, Y2, ..., Yi, are given. Then the Riemannian Continuous

Additive Unscented Kalman Filter is given by the following algorithm:

Algorithm 35 (Riemannian Continuous-discrete Additive Unscented Kalman Filter).

For the initial conditions

solve i), for &(ty), the differential equation

da(t) = m(t) + G(t) (y(t) — §(t)) ;
and i), for pm(tk), the differential equation
T

APus(t) = Popa)(t) + Py (t) + Q(t) — GH)R(H)G" (t);

where
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9.8 CONCLUSIONS REGARDING UNSCENTED FILTER-
ING ON RIEMANNIAN MANIFOLDS

We initiated the systematization of the theory of Unscented Kalman filters for Rie-
mannian manifolds by introducing the Riemannian o-representation (RioR, in Section
9.1). In Theorem 9.1 we showed that closed forms of the o-representations can be used
to find closed forms for RioR’s; with this, in Corollary 9.1, we determined i) the mini-
mum number sigma points of a RigR, ii) the minimum number of a symmetric RioR,

iii) closed forms for a minimum RioR, and iv) closed forms for a minimum symmetric

RioR.

Similarly to the systematization of Part I, we define the Riemannian Unscented
Transformation (RiUT, Section 9.2) based on the the concept of a RiocR. Besides, we
extended all the UT variants of Chapter 4 to the Riemannian case; among other, we
propose the Scaled RiUT, and the Square-Root RiUT.

In Section 9.3, we treated the desired discrete-time Riemannian Unscented filters.

We introduced a definition of a Riemannian additive system (Section 9.3.1). These
systems are necessary in order to define additive-noise Riemannian Unscented filters,

but, generally, Riemannian manifolds are not endowed with sums.

Furthermore, we found consistent Kalman correction equations for the Rieman-
nian Unscented filters (Section 9.3.2). To find these equations, we considered, first, a
particular case where the state and the measurement belonged to the same manifold
(Section 9.3.2.1); only then, by extending this result, we could get to the final form of

the Kalman correction equations (Section 9.3.2.2).

In Section 9.3.3, we propose four new discrete-time Riemannian Unscented Filters.
At the end of this section, we provide a list of numerous variants of these four Rieman-
nian filters (Tables 9.3, 9.1, 9.4, and 9.2); all variants are new consistent Riemannian
Unscented filters.

Further, in Section 9.4, we compared our Riemannian Unscented filters with the
only Unscented Kalman filter of the literature, namely the Unscented Kalman Filter
for Riemannian manifolds (UKFRM) of [171]. The UKFRM of [171] is essentially
different from all the filters of Tables 9.1, 9.2, 9.3, ,and 9.4, except for one: the Rie-
mannian Homogeneous Minimum Symmetric AAUKF (RiHoMiSyAdUKF, Table 9.4
[1,1]). Yet, even though there are similarities between the UKFRM of [171] and the
RiHoMiSyAdUKF, the RiHoMiSyAdUKF is based on more solid concepts (cf. Section
9.4).

The initial intention of Part II of developing Unscented filters for quaternion systems
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is materialized by the Riemannian-Spheric Additive Unscented Filters (RiISAdUF’s) in
Section 9.5. More than being just a particular form the Riemannian Unscented filters

of Section 9.3, these Riemannian-Spheric filters are computationally-implementable.

Concepts of the Riemannian manifolds theory can be very abstract, but usually
computer languages are not designed to work with such level of abstraction. Instead,
often we have to work either with closed forms of particular cases or even with nu-
merical approximations. We presented closed forms of almost all the operations per-
formed in these filters—such as exponential mappings, logarithm mappings, and par-
allel transports—; only sample means of Riemannian o-representations still have to be

found numerically.

We showed that the RiISAAUF’s are better than the Quaternionic Additive UF’s of
Section 7.3 (QuAdUF’s). The RiSAdUF’s have better mathematical properties than
the QuUAdUF’s and, in a numerical example, one form of the RiSAdUF outperformed
the USQUE of [48] (it is a well-established QuAdUF of the literature) by a great

margin.

Unscented filters for dual quaternion systems are introduced in Section 9.6. Unit
quaternions are computationally-efficient representations of rotations, and unit dual
quaternions can be viewed as the extension of unit quaternions to representations of
rigid body displacements—rotations along with translations. The filters of Section 9.6
are the first consistent Unscented filters for dual quaternion systems, and are based on

the Riemannian Unscented filters of Section 9.3.

In Section 9.7, the continuous-time and continuous-discrete-time variants of the

Riemannian filters of Section 9.3.3 were introduced for the first time in the literature.
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]_O. CONCLUSIONS OF THIS THESIS

In Chapter 2, we provided an analysis of the literature of discrete-time Unscented
Kalman filtering on Euclidean manifolds. We were able to observe several problems

concerning

1. the matching order of the transformed covariance (Sections 2.4.1 and 2.6.2) and
the transformed cross-covariance (Sections 2.4.2 and 2.6.3) of both the Unscented
Transformation (UT) and of the Scaled Unscented Transformation (SUT);

2. multiple UKF definitions (Section 2.3.1);
3. issues with the reduced sets of [45], [46] and [83] (Section 2.5);
4. the conservativeness of the SUT (Section 2.6.1);

5. the scaling effect of the SUT on both the transformed covariance and cross-

covariance (Sections 2.6.2 and 2.6.3);

6. possibly ill-conditioned results in the square-root Unscented Kalman Filters (Sec-
tion 2.7.1);

7. definitions for the Additive Unscented Kalman Filters (Section 2.8).

These problems along with the difficulty in gathering all results related to the Unscented
theory reveal a lack of foundation in terms of mathematical principles, and also the
absence of mathematical solutions generalizing the sigma sets, UT’s and UKF’s of
the literature. In order to address these needs, we propose a systematization of the

Unscented Kalman filter theory that treats the construction of UKF’s in parts.

We start the construction of this theory by considering diverse forms of estimating
the expected value of a transformed random vector (Section 3.1). Motivated by this
problem, we propose a key concept of our systematization: the [th order N points
o-representation (IthNoR, Definition 3.1); essentially, o-representations are weighted
sets whose sample moments up to a certain order are equal to the ones of a given

random vector.

By proposing a matrix form of the [thNoR’s (Theorem 3.1), we discovered some
key properties of these representations, to know i) the minimum number of sigma
points of an I{thNoR (Corollary 3.1), ii) the minimum number of sigma points of an
symmetric {thNoR (Corollary 3.1), and iii) the form of the [thNoR of a the random
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vector Z = aX + b when the {thNoR of X is known (Corollary 3.2). With this third
result, the [thNoR of a random vector Z can be found by first calculating the [thNoR
of an associated random vector X with mean equal to zero vector, and covariance equal

to the identity matrix.

Lead by these other two results, results i) and ii), we found a) closed forms for the
minimum symmetric oR’s (Section 3.3)—when the order of the IthNoR is 2, we can
omit the reference to it (to [); we can also omit the reference to the number of sigma

points (N)—, and b) a closed form for the minimum oR’s (Section 3.4).

One of the closed forms of the minimum symmetric oR’s (the Homogeneous Mini-
mum Symmetric oR) is equivalent to the classical symmetric sigma sets of [1,2] (Table
2.1); therefore, with this we show the reasons behind these sigma sets which, until now,
were based only on intuitive ideas. In fact, heretofore, it was not known that these

sigma sets are composed by the smallest amount of symmetric sigma points.

As for the closed form for the minimum oR’s, it turned out to be the only ezisting
consistent minimum o R; we showed that this oR is a general case of the only other

consistent minimum oR of the literature (Corollary 3.5).

The initial motivational problem of estimating the expected value of a transformed
random vector is not completely solved by the oR’s. A solution to this problem is

actually given by the Unscented Transformations (UT’s).

The concept of an UT follows naturally from the one of o-representations. A
o-representation’s goal is to approximate a random wvector, and an UT’s goal is to

approximate a transformed random vector.

There are many ways to approximate a transformed random vector. An UT, par-
ticularly, does it by using a o-representation of the previous random vector. Therefore,
we can say that the approximation of an UT is based on matching the moments of
an random vector—recall that a o-representation is defined as being a weighted set

matching the moments, up to a certain order, of a given random vector.

Even though definitions for the UT already exist in the literature, in Chapter 2
we showed that they present some drawbacks. Therefore, in Chapter 4, we present a
definition of the UT (Definition 4.1). This new definition is more general than the ones
of the literature; our UT is defined for any order [ (the order of the used IthNoR),
while as far as our knowledge goes, the higher UT’s order of the literature is 5 (the
UT of [47]). Besides, based on Taylor Series expansions, we provide the estimation
quality of the an lth order UT (Theorem 4.1)—recall, from Chapter 2, that there were
some errors in the UT’s estimation quality, and that some UT’s elements’ estimation

accuracy, such as the cross-covariances’, were not yet determined.
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Further in Chapter 4, we propose new definitions for i) the scaled UT wvariants in
Section 4.2, and ii) for the square-root UT variants in Section 4.3—recall, from Chapter
2, that also all these UT variants need to be corrected in some way. We are able to
show that our definitions of scaled UT’s and square-root UT are particular cases of
our UT definition of Section 4.1. With this result, the properties already developed for
the UT are naturally extended to the scaled and square-root variants. Moreover, we
present an analysis of the influence of the scaling parameter on the estimation quality
of the scaled UT variants, and introduce, for the first time in the literature, a scaled
square-root UT wvariant. In Section 4.4, some properties of the UT’s developed in this

chapter are verified in numerical simulations.

With the defined oR’s and UT’s, we are endowed with the necessary tools to study
the Unscented Kalman Filters (UKF’s) in more detail and to provide new consistent

definitions.

There are many UKF definitions. In order to investigate from which of these we
would construct the new definitions, we first tackle the problems presented in Section
2.8 regarding the Additive UKF’s of the literature (Section 5.1)—for instance, when
(2.1) is linear, the estimates of most of the AAUKF’s are not equivalent to the linear
KF’s one (cf. Section 2.8). We use the results of Chapter 4 regarding the UT’s to study
the possible causes for the inconsistencies of these filters. This study reveals that only
one definition of the AAUKF's is consistent with the additive dynamic system. Based in
this consistent Additive UKF, we present the definition for the discrete-time Unscented
Kalman Filters (Section 5.2).

By extending this new filter, we present new definitions for i) a square-root variant
(Section 5.3), ii) an UKF variant for the more general system (2.2) (Section 5.2), and
iii) a square-root variant of this UKF for system (2.2) (Section 5.2).

Further, in Section 5.4, we provide a list of particular cases of these filters showing
that all consistent UKF’s of the literature are embodied by our systematization. Then,

in Section 5.5, we provide comments relative to computational aspects of the proposed
UKF filters.

Afterwards, we extend even further our systematization of the Unscented Filter.
In Section 5.7 we comment how higher order Unscented filters could be defined, and
in Section 5.8 we propose continuous-time and continuous-discrete-time variants of the
proposed Unscented filters. Numerical examples illustrating the results of this chapter

are given (Section 5.6).

With Chapter 5, we end the theoretical part of our systematization of the Un-
scented Kalman filtering theory for systems in the form of (2.1) and (2.2). In this

systematization, new results were introduced, some problems were solved, and some
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scientific qualities—such as elegance, formalism, and cohesion—were achieved.

Up to this points, only analytical and numerical examples were presented to illus-
trate the new results. Completing the triad of scientific results—theory, simulation,
and experiment—in Chapter 6, we present an ezperimental/technological innovation
using some of the new UKF’s developed in the preceding chapters; these filters are
used to estimate the position of an automotive electronic throttle valve. Besides be-
ing a practical application of the UKF theory developed so far, this throttle valve’s

estimation is also an innovation on its own, from the technological point of view.

The findings of Chapter 6 have practical implications, with special interest to au-
tomotive electronic throttle devices. Throttle devices often have a unique sensor that
measures the angular position of a throttle’s valve; thus, failures in this solitary sen-
sor increase risks of damage in the whole system. Wishing to mitigate the impact of
a failure from the sensor of position, we suggest an approach that joins UKF’s with

measurements produced by a wattmeter.

The novelty here relies on the use of a wattmeter to measure the electric power
consumed by the throttle. As detailed in Remark 6.1, the wattmeter was preferred due
to its low cost. However, any other kind of instruments could be used in place of a

wattmeter without necessity to modify the proposed technique.

Measurements from the wattmeter feed UKF’s, and these filters, in their turn,
generate estimates for the position of the throttle. To the best of our knowledge,
this work is the first to combine a filter with an external sensor aiming to improve
a throttle’s functionality. Experiments that were carried out in laboratory showed

promising results.

Chapter 6 closes Part I. In this part, by reviewing the Unscented Kalman filtering
theory’s state-of-the-art, we show some inconsistencies and gaps within this theory
(Chapter 2). In consequence, in Chapters 3, 4 and 5 we propose a systematization
that is able to clear these inconsistencies and fill these gaps. Besides, new results were
introduced with this systematization. Most of the results provided by this systemati-
zation are illustrated in numerical examples. Finally, in Chapter 6, a new experimen-
tal/technological technique was proposed using some of the new UKF’s proposed with

in the preceding chapter.

Overall, in Part I, we developed a consistent Unscented Kalman filter theory which

has been verified in numerical simulations and a practical experiment.

kokokokokokoskosk sk

All the theory developed in Part I is based in the concepts of stochastic dynamic

systems; either in their discrete-time forms (2.1) and (2.2), or in the their continuous-
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time form (5.43) and continuous-discrete-time forms (5.44). Note that, for all these
systems, the variables—the state vector, measurement vector, and noises—take values
in Fuclidean spaces. Such Euclidean systems can be used to model numerous practical
problems; yet, for certain practical problems, it might be better to use other classes of

systems.

When we want to determine a dynamical model involving rotations and/or orienta-
tions, it may be advantageous to use unit quaternions, rather then rotation matrices—
these matrices are the natural way to model rotations in an 3-dimensional Euclidean
space. Hence, we can consider stochastic dynamic systems where at least some of their
variables are unit quaternions; in this case, we could question whether the systemati-

zation developed in Part I can be extended to such unit quaternion systems.

The Unscented literature already has some Unscented filters for quaternions sys-
tems. Hence, in Chapter 7, we analyze all the diverse UKF’s and SRUKF’s for quater-
nion systems proposed in the literature. From this analysis, we show that i) a consid-
erable amount of these filters do not preserve the norm of the unit quaternions; and
ii) all UKF’s preserving the norm of the unit quaternions are particular cases of a new
algorithm, namely of the Quaternionic Additive Unscented Kalman Filter (QuAdUKF,
Section 7.3.1). Indeed, the QUAAUKF can result in each of these filters of the liter-
ature by particular choices of i) the o-representation, ii) weighted mean method of a
unit quaternion set, and iii) vector parameterization of the set of unit quaternions (53,

possible choices are provided).

We also introduce a square-root extension of the QUAAUKEF, the Quaternionic Ad-
ditive Square-Root Unscented Kalman Filter (QuAASRUKF), having better properties
than all the SRUKF’s for quaternion systems of the literature (Section 7.3.2). Compar-
ative with the UKF’s of the literature, the QuUAdSRUKF is computationally more sta-
ble in ill-conditioned situations because of its square-root properties; and comparative
with the SRUKEF’s of the literature, the QUAdASRUKEF is always computationally more
stable because it has less (or even none) Cholesky factor downdatings (Section 7.3.2).
These superior properties of the QUAASRUKF were verified in numerical simulations
considering the Unscented filters (UKF’s and SRUKF’s) for attitude systems in two
problems (Section 7.4.2): 1) a theoretical problem with the performance of the filters
being deteriorated by round-off errors; and 2) a satellite attitude estimation problem
in two different situations considering i) normal conditions, ii) and computationally
ill-conditioned conditions. In two of all these three situations [the only situation of
the problem 1), and the situations ii) of the problem 2)], the QuUAASRUKF provided
reliable estimates, but all the Unscented filters for attitude systems of the literature did
not. Besides, even in normal conditions [situation i) of problem 2)], the QUAASRUKF

outperformed the Unscented filters of the literature by presenting better estimates (the
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second smallest mean error was 10, 56% higher than the error of the QuAASRUKF).

The initial goal of Chapter 7 was to extend the systematization of Part I to quater-
nion systems. However, from the analysis developed in that chapter, we can conclude
that the UKF’s for quaternions systems of the literature were built upon some intuitive,
but not mathematically-sound concepts; indeed, we can cite the following properties
upon which these UKF’s are built:

1. The additive quaternion models are not consistent (cf. Remark 7.1).

2. Some of the probability and statistic concepts for the quaternion space need
further study. For instance, it is not clear what are the definitions and properties
of i) quaternionic random variables, their distributions, and their statistics; ii) the
statistics of quaternionic weighted sets (such as quaternionic o-representations);

iii) the statistics of a transformed quaternionic random variable.

3. The form of the filters are extended from the Euclidean filters without enough
explanation. For instance, what is the reason behind the correction equations
of these UKF’s [e.g. step (2d) of the QuAdUKF]? What kind of approximation

does it provide?

Our solution to extend the systematization of Part I to quaternion systems is based
on Riemannian manifolds. We work with manifolds because i) the set of unit quater-
nions is a Riemannian manifold, and ii) there are some probability and statistic results

for Riemannian manifolds in the literature.

In Chapter 8, we i) present some results of the literature regarding statistics in-
trinsically developed in Riemannian manifolds, ii) made some extensions these results
of [66]—e.g.,among others, definitions of moments are extended—, and iii) propose
other results regarding statistics in Riemannian manifolds—e.g., among others, mo-
ments and sample moments of order higher than 2 (Section 8.3 and 8.6), propositions
concerning transformations of Riemannian random points (Section 8.5), and results

concerning joint Riemannian random points (Section 8.4).

Using the theory presented in Chapter 8, we extend the Unscented Kalman filtering
systematization developed in Part I to the case of Riemannian manifolds; we do this

constructively.

We initiate the systematization of the theory of Unscented Kalman filters for Rie-
mannian manifolds by introducing the Riemannian o-representation (RiocR, Section
9.1). In Theorem 9.1 we show that closed forms of the o-representations can be used to
find closed forms for Rio R’s; with this, in Corollary 9.1, we determine i) the minimum

number sigma points of a RioR, ii) the minimum number of a symmetric RioR, iii)
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closed forms for a minimum RioR, and iv) closed forms for a minimum symmetric

RioR.

Similarly to the systematization of Part I, we define the Riemannian Unscented
Transformation (RiUT, Section 9.2) based on the the concept of a RioR. Besides, we
extend all the UT variants of Chapter 4 to the Riemannian case; among other, we
propose the Scaled RiUT, and the Square-Root RiUT.

In Section 9.3, we treat the desired discrete-time Riemannian Unscented filters.

We introduce a definition of a Riemannian additive system (Section 9.3.1). These
systems are necessary in order to define additive-noise Riemannian Unscented filters,

but, generally, Riemannian manifolds are not endowed with sums.

Furthermore, we found consistent Kalman correction equations for the Riemannian
Unscented filters (Section 9.3.2). To find these equations, we consider, first, a particular
case where the state and the measurement belonged to the same manifold (Section
9.3.2.1); only then, by extending this result, we can get to the final form of the Kalman

correction equations (Section 9.3.2.2).

In Section 9.3.3, we propose four new discrete-time Riemannian Unscented Filters.
At the end of this section, we provide a list of numerous variants of these four Rie-
mannian filters (Tables 9.3, 9.1, 9.4, and 9.2); all these variants are new consistent

Riemannian Unscented filters.

Further, in Section 9.4, we compared our Riemannian Unscented filters with the
only Unscented Kalman filter of the literature, namely the Unscented Kalman Filter
for Riemannian manifolds (UKFRM) of [171]. The UKFRM of [171] is essentially
different from all the filters of Tables 9.3, 9.1, 9.4, and 9.2, except for one: the Rie-
mannian Homogeneous Minimum Symmetric AAUKF (RiHoMiSyAdUKF, Table 9.4
[1,1]). Yet, even though there are similarities between the UKFRM of [171] and the
RiHoMiSyAdUKF, the RiHoMiSyAdUKF is based on more solid concepts (cf. Section
9.4).

The initial intention of Part II of developing Unscented filters for quaternion systems
is materialized by the Riemannian-Spheric Additive Unscented Filters (RiISAdUF’s) in
Section 9.5. More than being just a particular form the Riemannian Unscented filters

of Section 9.3, these Riemannian-Spheric filters are computationally-implementable.

Concepts of the Riemannian manifolds theory can be very abstract, but usually
computer languages are not designed to work with such level of abstraction. Instead,
often we have to work either with closed forms of particular cases or even with nu-
merical approximations. We present closed forms of almost all the operations per-

formed in these filters—such as exponential mappings, logarithm mappings, and par-
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allel transports—; only sample means of Riemannian o-representations still have to be

found numerically.

We show that the RiSAdUEF’s are better than the Quaternionic Additive UF’s
(QuAdUEF’s) of Section 7.3. The RiISAdUF’s have better mathematical properties than
the QuAdUF’s and, in a numerical example, one form of the RiSAdUF outperforms the
USQUE of [48] (it is an well-established QuAdUF of the literature) by a great margin.

Unscented filters for dual quaternion systems are introduced in Section 9.6. Unit
quaternions are computationally-efficient representations of rotations, and unit dual
quaternions can be viewed as the extension of unit quaternions to representations of
rigid body displacements—rotations along with translations. The filters of Section 9.6
are the first consistent Unscented filters for dual quaternion systems, and are based on

the Riemannian Unscented filters of Section 9.3.

In Section 9.7, the continuous-time and continuous-discrete-time variants of the

Riemannian filters of Section 9.3.3 were introduced for the first time in the literature.

Overall, we can say that, in this work, we developed a new, consistent Unscented

Kalman filtering theory for Euclidean and Riemannian manifolds.

10.1 FUTURE WORK

For future work, we suggest extending the present work by providing the following

results:

1. an analysis of stability and convergence of all the Unscented Filters presented
in this thesis. There are works in the literature treating this topic for some
Unscented Filters (e.g. [50,176]).

2. square-root continuous-time filters. The literature already have some continuous-
time and continuous-discrete-time SRUKF’s (e.g. [52]).

3. computationally-implementable Riemannian Unscented Filters to other Rieman-
nian manifolds besides the S3, such as the projective spaces, special orthogonal

groups, special Euclidean groups, among others.

4. applications of some of the proposed Unscented Filters.
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10.2 SCIENTIFIC PUBLICATIONS

In the course of our research, some results of this thesis resulted in scientific publi-

cations.

e The works published in scientific journals are the following ones:

1. A. N. Vargas, H. M. T. Menegaz, J. Y. Ishihara, and L. Acho, “Unscented
Kalman Filters for Estimating the Position of an Automotive Electronic
Throttle Valve,” IEEE Transactions on Vehicular Technology., vol. 65, no.
6, pp. 4627-4632, Jun. 2016.

2. H. M. T. Menegaz, J. Y. Ishihara, G. A. Borges, and A. N. Vargas, “A Sys-
tematization of the Unscented Kalman Filter Theory,” IEEE Transactions
on Automatic Control, vol. 60, no. 10, pp. 2583-2598, Oct. 2015.

3. H. M. Menegaz, J. Y. Ishihara, and G. A. Borges, “New minimum sigma
set for unscented filtering,” International Journal of Robust and Nonlinear

Control, online preview;
e The works published in scientific conferences are the following on:

1. H. M. T. Menegaz, J. Y. Ishihara, and P. P. M. Magro, “A Unscented
Kalman Filter for Attitude Estimation of Satellites,” in Proceedings of the
Simposio Brasileiro de Automagao Inteligente (SBAT), 2015.

2. C. Ochoa-Diaz, H. M. Menegaz, A. P. L. B6, and G. A. Borges, “An EKF-

Y

based approach for estimating leg stiffness during walking,” in in Proceed-

ings of the Annual International Conference. IEEE Eng. Medicine and
Biology Society, 2013, pp. 7226-7228.

3. H. M. Menegaz, P. H. R. Q. A. Santana, J. Y. Ishihara, and G. A. Borges,
“Scaled Minimum Unscented Multiple Hypotheses Mixing Filter,” in Pro-
ceedings of the IEEE American Control Conference, 2013, pp. 2466—2471.

We highlight that our work “A Systematization of the Unscented Kalman Filter The-
ory,” (item 2. of the published journals above) has been one of the five most popular

articles of the IEEE Transactions on Automatic Control (Figure 10.1).

Moreover, in the following months, we intend proposing at least three works as

scientific publications; one work for each of the following results of this thesis:

e the analysis of consistency of AAUKEF’s presented in Sections 2.8 and 5.1;
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e the analysis of the Unscented Filters for additive-noise quaternion models devel-
oped in Chapter 7.

e the Unscented filtering theory for Riemannian manifolds of Chapter 9.
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A.. RIEMANNIAN MANIFOLDS

In this appendix, we provide the results respective to the theory of Riemannian man-
ifolds that are required to develop our theory of Unscented Kalman filtering on these
manifolds (Chapter 9). We present the concepts of Riemannian manifold, geodesic,

exponential and logarithm mappings, parallel transport, among others.

This presentation is based, mainly, on [177] (our notation is also similar), and,
in less degree, on [66,174] and [178]. For more information on the topic, we suggest
consulting, apart from [174,177-179], [36,180-182]; for the readers not familiar with
the theory of differential geometry, it might be interesting to study, beforehand, works
introductory to this field, such as [183,184] and [185].

In this work, a differentiable function (or mapping, or transformations) will mean
that it is of class C* (differentiable for all degrees of differentiation)—this nomencla-
ture is used in [177], our main source on Riemannian manifolds, and in other classical

works on the topic such as [178].

A.1 DIFFERENTIABLE MANIFOLDS AND TANGENT SPA-
CES

The notion of surface is intuitive from the real world where human beings live. In a
mathematical sense, a (regular) surface can be defined as a set S C R?® whose subsets
are identified with subsets of the R? by charts (injective mappings) [183]. This notion
can be extended to more abstract and general concepts giving birth, for instance, to
the so called differentiable (smooth) manifolds.

Charts are fundamental concepts for defining smooth manifolds. Consider a set
M; a chart is a pair (U, ) where U is an open subset of R”, and ¢ : U — U is a
bijection (a one-to-one correspondence) from U to a subset U of M. When there is no
risk of confusion, we can simply write ¢ for (U, ¢), and call ¢ a chart. We point out
that ¢ is defined as being ¢ : U — U by part of the differential geometry literature
(cf. [174,178]). Note that, generally, there exists more than one chart for each point
q e M.

Definition A.1 (Differentiable manifold [177,178]). A differentiable manifold (or a
C* manifold or a smooth manifold) of dimension n is a pair (M, .A) where M is a set

and A = {(U,, ¢t,)} a family of injective mappings (charts) ¢, : U, C R* — M of
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open sets U, of R" into M such that:

L. U, pa (Uy) = M.

2. for any pair a, b, with
Pa (Ua) Ny (Up) =2 W # 0,

the sets ¢, (W) and ¢, ' (W) are open sets in R™ and the mappings ¢, ' o ¢,
arep; ' o ¢, differentiable (smooth).

3. The family A = {(U,, ¢a)} is mazimal relative to the conditions 1. and 2.—that

is, if a pair (U,, p,) satisfies conditions 1. and 2., then it is contained in A.

The pair (U,, ¢,) (or the mapping ¢,) with g € ¢,(U,) is called a parametrization (or
system of coordinates) of M at q; p,(U,) is then called a coordinate neighborhood at
q*. A family {(U,, p.)} satisfying 1. and 2. is called an atlas of M or a differentiable
structure for M. If an atlas (or a differentiable structure) satisfies 1, then it is called
mazimal. When indication of the dimension n of a differential manifold M is required,
we use the notation M". For simplicity, we will use the name “differentiable manifold”
to refer either for the pair (M, .A), or to the set M; since A is unique (because it is

maximal), this practice does not introduce confusion.

Figure A.1 illustrates a differentiable manifold. The condition 3 is included for
purely technical reasons. Indeed, given a differentiable structure on M, we can easily
complete it to a maximal one by taking the union of all the parameterizations that,
together with any of the parameterizations of the given structure, satisfy condition 3.
Therefore, with a certain abuse of language, we can say that a differentiable manifold
is a set provided with a differentiable structure. In general, the extension to maximal

structure will be done without further comment.

In this work, we will treat only the particular class of differentiable manifolds whose

induced topologies satisfy the following two axioms:

1. Hausdorff Axiom: Given two distinct points of M, there exist neighborhoods

of these two points that do not intersect.

2. Countable Basis Axiom: M can be covered by a countable number of coor-

dinate neighborhoods. We, then, say that M has a countable basis.

aUntil now, a bold notation has been indicating that a given variable belongs to the S? (cf. Chapter
7), but it will be extended for now on; henceforth, a bold notation indicates the belonging of a given
variable to a Riemannian manifold (e.g. ¢ € M); note that this extension does not cause confusion
because the S? is a Riemannian manifold.
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Figure A.1: A differentiable manifold.

Every atlas induces a topology—then we can say that every differentiable manifolds
induces a topology being the one induced by its maximal atlas; a topology is an ab-
straction of the notion of open sets in R™; see [174,186] for more information), but,
generally, these topologies allow the existence of pathological behaviors such as con-
vergent sequences having more than one limit point. By restricting the differentiable
manifolds to the case of Hausdorff (satisfying axiom 1. above) and second-countable
(satisfying the axiom 2. above) topologies, we exclude numerous strange behaviors.
Thus, henceforth, we suppose that all differentiable manifolds are endowed with these

classes of topologies.

Examples of differentiable manifolds are the Euclidean space R™, unit sphere S™"~!,
set of n x m real matrices, set of n x m (m < n) real matrices whose columns are

linearly independents (this manifold is called the noncompact Stiefel manifold).

Example A.1 (Vector Spaces [174]). The simplest example of a differentiable manifold
is the R™ endowed with the differentiable structure {(¢,R")} where ¢ : R* — R" :
u +— q. Indeed, any vector space is a differentiable manifold. Let ¥ be a d-dimensional

vector space. Then, given the basis {e1,...,eq} of ¥, the function
0 R ¥ [ug,...,ug" —q
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such that

d
q= Z Ui€;
i=1

along with R? is a differentiable structure for 7.

Example A.2 (Unit sphere). The S"~! can be viewed as a manifold embedded in the
R™, meaning that it can be defined with a differentiable structure induced by the one

of the R™.

A (non-maximal) atlas for the S™! is given by the family of pairs {(U, ")}

where U = {u € R" YuTu < 1} and, for u = [uy, ..., u, 1]7,

o U — St
T
{ul,...,ui_l,\/l—uTu,ui,...,un_l} fori=1,3,...,2n —1;
T
[ul,...,ui_l,—\/l—uTu,ui,...,un_l] fori=2.4,...,2n.

u (A.1)

It can be shown that the conditions 1. and 2. of Definition A.1 are satisfied for

The Cartesian product of two differentiable manifolds is also a differentiable mani-
fold. Given two differentiable manifolds (M7, {(U}, p})}) and (M52, {(U2, ¢?)}), the
pair (M7t x M52 {(U} x U2, ¢l x ¢2)}) where ¢! x @ : Ul x U2 — R™ x R™ is
a differentiable manifold. The S™! x R™ will be of particular importance for our

purposes.

We will need the idea of differentiable mappings between manifolds. Let M} and
M7 be differentiable manifolds. A mapping f : M; — M is differentiable at g € M,
if, given a parametrization ¢, : V- C R™ — My at f(q), there exists a parametrization
01 : U CR" — M at g such that f(p1(U)) C p2(V) and the mapping

fi=p;tofop :UCR" = R™ (A.2)

is differentiable at 7 '(q); f is called the coordinate representation of f (see Figure
A.2). We say that f is differentiable on an open set of M; if it is differentiable at
all of the points of this open set. This definition is independent of the choice of the
parameterizations. In all this work, we suppose that all functions are differentiable

unless otherwise stated.

If f: M; — M, is a differentiable bijection and its inverse mapping f~'is differ-
entiable, than f is called a diffeomorphism. In this case, M; and M, are said to be
diffeormorphic. The notion of diffeomorphism is a natural idea of equivalence between

differentiable manifolds.
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Figure A.2: Representation of a differentiable function.

We can apply differentiable mappings to the parameterizations; this will lead us to

the definition of a tangent vector.

Definition A.2. Let M be a differentiable manifold. A differentiable function v :
(—€,€) = M is called a (differentiable) curve in M. Suppose that v(0) = g € M, and
let Z(M) be the set of all functions of the type f : M — R that are differentiable at
q. The tangent vector to the curve v at t = 0 is a function 7/(0) : Z(M) — R given by

d(fo7)
dt ’

t=0

Y(0)f = fe2M). (A.3)

A tangent vector at q is the tangent vector at t = 0 of some curve 7y : (—¢,€) - M

- _ - - d(foy)

with v(0) = g. Note that 7/(0) is an operator taking f € Z(M) to a scalar =3
The set of all tangent vectors to M at g will be indicated by T, M.

t=0"

If we choose a parametrization ¢ : U — M™ at ¢ = ¢(p) = 7(0), we can express

the function f and the curve ~ in this parametrization by

foo(w) =1f(u,...,un), uw=(u,...,u,) €U,
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and
oy (t) = ult) = (w(t), ..., ua(t)),
respectively. Therefore, restricting f to v, we obtain
, d
7 (0)f == (f o V)limo

dt
(foweeon)l,

For each wu;, the term
9 (f o ¢ (ud)))

u=p
can be interpreted as the tangent vector to the curve ¢ (u) at ¢ (u) |,—p; applying this

notion on (A.4), we have that

2": u;(0) 00 (u)

(

Zui(()) .

Q@

~—
—

0

where

8u7; -

(), 25

t=0

is the tangent vector at g of the “coordinate curve” (Figure A.3):

u; — (0,...,0,u;,0,...,0).

In other words, the vector 7/(0) can be expressed in the parametrization ¢ by

0 =3 0) (57 (A9

i=1

296
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Figure A.3: Tangent vector of “coordinate curves”.

The expression (A.5) shows that the tangent vector to the curve v at g depends
only on the derivative of v in a coordinate system. It follows also from (A.5) that the
set T, M, with the usual operations of function, forms a vector space of dimension n,

and that the choice of parametrization ¢ : U — M determines an associated basis

(), )

( 0 ) _ O ()

811,,' -

Ou;(t)
in TuM. It can be shown that this linear structure in 7, M does not depend on the

where

t=0

parametrization ¢. The vector space T, M is called tangent space of M at q.

The tangent vector 7/(0) should be distinguished from the time derivative (vector)
(see Figure A.4)

3(t) o= i LEET =0

This definition of §(¢) requires M to be endowed with a vector space structure, but the
one of 7/(0) does not; it is a mapping from Z(M) to R. If a differentiable manifold is

not equipped with a vector space structure, then 4(t) is mealiness (it does not exists),
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but if M is (a submanifold of) a normed vector space V, 7/(0) and 5(¢) are related: for
all function f* defined in a neighborhood U of v(0) is V, we have

Y(0)f :==Df (v(0)) [4(0)], (A.6)

where f denotes the restriction of f* to U N M [174], and Df,y is the directional
derivative (function) defined by

Doyt L)~ ()

t—0 t

-2

Figure A.4: Time derivative vector of a differentiable manifold.

Example A.3 (Tangent vectors of a tangent space). For a vector space ¥, clearly the
basis of 1,7 associated with the differentiable structure of Example A.1 is the own
canonical basis {e,...,e,} of #. Thus, in an neighborhood of g (tangent vectors are
local objects), ¥ and T,7 are equivalent [174].

Example A.4 (Basis for 7,5"! ). For the differentiable structure of the S"! given
in Example A.2, for every point ¢ € S"~!, there is a chart ¢’ such that ¢'(u) = q =
[q1,- -, qu]t for a u = [uy,...,u,_1]7 € U. Then we have that, for i = 1,3,...,2n — 1

T

O¢'u, = |0,...,0,1,0,...,0,— 0,...,0



) T
- lo,...,0,1,0,...,0,—‘5’?,0,...,01

T
0y, = [0,...,0,1,0,...,0,“3 0,...,01

) T
- lo,...,o,Lo,...,o,qﬂ,o,...,o]

Since {9¢"y,, ..., 0", .} is a basis of T,5" !, and thus a vector v € T,S™! can be
written by, for [vy,...,v, 1] € R*1 v = ;‘:_11 v;0¢",,. Thus, fori=1,3,...,2n — 1,

V=000, ++ V109",

1 A -
0
0 0
=0 _(qu + -+ U —(]7;7;1
0 0
0 0
0 1
- . - - 0 _
0 0
0 0
= 4 %
=0 _q% + + Un—1 qji
0 0
0
1
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1 0
Vj—1 0
= 0 - q; ! Z;l:_ll /quj
Uj 0
L Un_l J L 0 J
(%1
Vj—1
_ —1 —
— | 4% ?:11 Y54;j
Uj
L Un_l -
n—1
=wviep + -+ Vj—1€i—1 —+ —qi_l Z V;q; | €4 -+ Vj€it1 + ot vp_16p. (A?)
j=1

Equation (A.7) provides the change of the coordinates of a vector v € T,S"! from the
basis {9¢"u,, ..., 0¢",_,} to {e1,...,e,} (the canonical basis of the R™). Conversely,
the coordinates of v € T,5" ! in the basis e := {eq,...,e, } are v{,...v); then, from

A.7), the coordinates of v in {0y, ,...,0¢%,  }are |v!,...v/_,,v. ,,v |, and hence
1 n—1 1 1—1 +1 n
v =000y, + -+ V00, |+ vgﬂ&piui +e V00, (A.8)

Analogously, for 1 =2 4,...,2n, we have that

n—1

v=wvie1+---+ Vj-1€i—1 -+ (qil Z qu]') e; + V€41 + -+ vp_16y (AQ)
j=1

= Uiagpiul +ooe 4+ U;fla¢iuif1 + Uz/'+1890iui Tt U;agpiun,y (AlO)

Example A.5 (Tangent Bundle (based on [174])). Given a differentiable manifold M,
we define the set

TM = UTqM.
q

For natural projection
7T TM—->M:TM>v+gq,

7(v) is called the foot of v. The set T’M admits a natural differentiable structure as
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follows. Given a chart (U, ¢) of M, the mapping
TeM 3 v (q,v)

is a chart of the set T’M with domain 7=!((U)). It can be shown that the collection
of charts constructed in this way forms an atlas of the T’M. Then T'M with this atlas
is a differentiable manifold called the tangent bundle of M. This is the natural space
to work with when treating questions that involve positions and velocities, as in the

case of mechanics. Besides, 7'M is also important for the concept of vector fields.

Definition A.3. A vector field X on a differentiable manifold M is a correspondence
that associates to each point ¢ € M a vector X(q) € T, M. In terms of mappings,
X is a mapping of M into the tangent bundle TM. The field is differentiable if the
mapping

X M—-TM

is differentiable. On a submanifold of a vector space, a vector field can be pictured
as a collection of arrows, one at each point of M. Given a vector field X on M and
a differentiable real-valued function f : M — R (f € Z(M)), we let X f denote the
real-valued function on M defined by [recall that v € T,M operates on real-valued
function; cf. (A.3)]

(Xf): M =R
g —vu(f), veTM.

Let M; and M, be differentiable manifolds and f : M; — M,y a differentiable
mapping. For every ¢ € Mjand for each v € T,M;, choose a differentiable curve
v (—€€) = My with v(0) = g, v/ (0) = v. Take 8 = f o~. Then it can be shown
that the operator df,(v) defined by

dfq(v) := B(0)
is a tangent vector of T(q) My (see Figure A.5). Moreover the mapping
dfq : Tqu — Tf(q)M2 U > ﬁI(O)

is linear and does not depend on the choice of y [177]. This linear mapping df, is called
the differential of f at q.

The rank of a differentiable mapping f : M7* — M52 is the dimension of the range
of df, . The mapping f is i) an émmersion if its rank is equal to n; at every point of

its domain (hence n; < ny), and a submersion if its rank is equal ny at every point of
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Figure A.5: Differential of a function.

its domain (hence ny > no) [174].

Consider two differentiable manifolds (Mj, 4;) and (Ma, Ay) such that My C M;.
Then (M, Ay) is called an immersed submanifold of (M, A;) if the inclusion map

1M > My:q—q

is an immersion. In this case, (M, 4;) induces a topology on (Ma, As), and (Ms, As)
is endowed with this topology induced from (M, .4;) and with its original manifold
topology (which is induced by Az). If these two topologies of (M, Ay) are the same,
(Ms, As) is called an embedded (sub)manifold (or a regular manifold, or simply a
submanifold). In this case, (M, .A;) is called the embedding manifold, or the ambient

manifold.

Embedded manifolds have interesting properties regarding their tangent vectors.
Let M be an embedded manifold of a normed vector space ¥, and consider the curve

in M ~ with v(0) = q. Let i be inclusion map of M into ¥ and define directional

t—0 t

derivative

Since 7 is a curve, it also induces a tangent vector 7/(0) according to (A.3).For f* being
defined in a neighborhood U of v(0) in ¥, and f being the restriction of f to U N M
we have that, from (A.6),

V' (0)f == D[ [¥(0)]. (A.11)

Then, we can identify T, M with the set of all 4(0). Since 4(0) is can be graphically
represented by an “arrow”, then 4/(0) can also be picture as this arrow [174]. Note how-
ever, that this is meaningful only to the case of manifolds embedded in vector spaces.
Furthermore, since i) the set of all vectors 4(0) is identified with 7,7, and ii) 7,7 is
locally identified with 7" itself, then the vectors of Ty M can be naturally represented
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by vectors of the embedding vector space ¥'. The following examples illustrates this

point.

Example A.6 (Embedded S"~' ). The unit sphere S"! is an embedded manifold
of the R” (the immersion is i : S™' — R" : ¢ — q). Since R", we can use (A.11)
to have a representation of 7/(0) in R". Let v : R — S" ! : ¢ — ~(¢) be a curve in
the unit sphere S"~! with v(0) = q. Since y(t) belong to S™~! for all ¢, we have that

(considering the representation of (¢) in the ambient space R™)
() y(t) = 1, for all t.

Differentiating this equation (using the directional derivative in R") with respect to t,

we have that

for t = 0, this equation yields

Therefore, the vectors 4(0) are the vectors orthogonal to q [174]. These vectors 7/(0)
are associated with ~/(0) in the basis R™. This representation is particularly useful
when we want to implement ~/(0) in computer programs because we know how to

represent the elements of R™ .

A.2 RIEMANNIAN METRICS

Riemannian geometry can be viewed as a further extension of the differential ge-
ometry of surfaces in the R3. The length of a given curve in a surface S C R? is
defined by integrating the size (norm) of its velocity vector; on its turn, the length of a
velocity vector is naturally defined by the inner product (v,v). Riemannian manifolds

are differentiable manifolds with inner products induced in the tangent spaces.

With inner products, we can calculate the lengths of curves; then it is natural to
ask for the shortest curves among two points of the manifold. These curves are called
geodesics. This was the historical development of geodesics, but nowadays it is more
usual among the scientific literature to define geodesics as the curves whose covariant

derivative is zero at every point (cf. [177]).

Definition A.4 (Riemannian manifold). A Riemannian metric (or Riemannian struc-
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ture) (,) or g on a differentiable manifold M is a correspondence which associates to
each point g of M an inner product g, := (,) q (that is, a symmetric, bilinear, positive-
definite form) on a tangent space Tg M, with (, ), varying differentially in the following
sense: if ¢ : U C R™ — M is a system of coordinates (or chart) around g, with

@ (ulau27 7un) =qc QO(U)

and

0
8’[%

(q) = dpq(0,...,0,1,0,...0),

then

0 0
<auz (q), auj(q>>q = Gq,ij (u, ug, ..., Up)

is a differentiable function on U [177]. The matrix

Gq() = 945 ()]

is called local representation of the Riemannian metric in the chart ¢ [66, p.129]. It
is usual to delete the index g in the function (,), whenever there is no possibility of
confusion. The function g;;(= gj;) is called the local representation of the Riemannian

metric (or “the g;; of the metric”) in the coordinate system ¢ : U C R™ — M.
The pair (M, g) is called a Riemannian manifold [174]. For simplicity, we will use

the name “Riemannian manifold” to refer either for the pair (M, g), or to the set M.

A diffeomorphism f : M; — M is called an isometry if

(va, v) g = {dfq (va) , dfq () 4, » for all g € My; and v,, v, € TyM;.

Similarly to vector spaces, we can associate norms with a Riemannian metrics. For

g € M, the (Riemannian) norm associated to q is [66]
Ipll, = /{p.p),, PEM.

The most trivial example of a Riemannian manifold is the Euclidean space. In-
deed the R™ with the metric given by (e;,e;) = d;;, where e; = (0,...0,1,0...0) is a

Riemannian manifold.

An embedded manifold M, of a Riemannian manifold M can inherit the Rieman-
nian metric of My; in this case, M is called a Riemannian submanifold (see [174] for

more information).

Example A.7 (Riemannian metric on the sphere). On the sphere S"~! considered as
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a Riemannian submanifold of R”, the inner product inherited from the standard inner

product on R” is given by
(Vas V) = vlvy, Ve, v, € T,S9" L (A.12)
This inner product is called the canonical Riemannian metric of the S"~! [177].

We saw that the Cartesian product of two differentiable manifolds is also a differ-
entiable manifolds (Section A.1); likewise, the Cartesian product of two Riemannian
manifolds is also a Riemannian manifold. For two Riemannian manifolds M; and Mo,

consider the natural projections

m o Mi X My — My
(g1,92) > qy;

and

Ty Mi XMy — M,
(g1,95) > qqo;

Define, for every q; € My, g, € My, v, € TeMy, vy € TygMs, the following inner
product on T{q, q,) (M1 X My),

9(a1,a2) = (Va, Ub) (g, q,) = (AT1 * Va, A1 - vp) 4 (dTr2 - Vg, dTry - b)

then, for

9:(a1,92) = 9(q,.00)

the pair (M; x My, g) is a Riemannian manifold [177]. Further in Chapter 9, the

Riemannian manifold S"~! x R™ will be particularly important.

It is worthy to consider a vector field along a curve. A differentiable mapping
v : I — M of an open interval I C R into a differentiable manifold M is called a

(parameterized) curve.

Definition A.5 (Vector field). A vector field V' along a curve v : I — M is a differen-
tiable mapping that associates to every ¢ € I a tangent vector V(t) € T, M. To say
that V is differentiable mean that for any differentiable function f on M, the function
t — V(t)f is a differentiable function on I.

The vector field dy (%), denoted by CCZTZ’ is called the velocity field (or tangent vector
field) of 7. Observe that a vector field along ~ cannot necessarily be extended to a

vector field on an open set of M. The restriction of a curve v to a closed interval
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[a,b] C 1 is called segment.

A.3 AFFINE AND RIEMANNIAN CONNECTIONS

Let S C R? be a manifold and let ¢ : I — S be a parameterized curve in S, with
V : T — R3 a vector field along ¢ tangent to S. The vector dV (t)/dt, t € I, does not, in
general, belong to the tangent plane of S, T;)S. The concept of differentiating a vector
field is not, therefore, an “intrinsic” geometric notion on S. To remedy this state of
affairs, we consider, instead of the usual derivative dV'(t)/dt, the orthogonal projection
of dV (t)/dt on T,)S. This orthogonally projected vector we call the covariant deriva-
tive, and denote it by DV (t)/dt. It is the derivative of V' seen from the “viewpoint of
S”.

A basic point is that the covariant derivative depends only on the first fundamental
form of S and is, therefore, a concept which can be considered within Riemannian
geometry. In particular, the notion of covariant derivative permits us to take the
derivative of the velocity vector of ¢, which gives the acceleration of the curves ¢ in S.
It is possible to show that curves with zero acceleration are precisely the geodesics of
S and that the Gaussian curvature of S can be expressed in terms of the notion of the

covariant derivative.

We say that a vector field V along c is parallel if DV (t)/dt = 0. Conversely, starting
from the notion of parallelism it is possible to recover the notion of covariant derivative.

These notions are then equivalent to each other.

We now present affine connections by the reason that a choice of a Riemannian
metric on a manifold M uniquely determines a certain affine connection on M. We

are then able, in this fashion, to differentiate vector fields on M.

Let us indicate by 2" (M) the set of all vector fields of class C* on M and by
P (M) the ring of real-valued functions of class C*° defined on M.

Definition A.6 (Affine connection). An affine connection V on a differentiable man-
ifold M is a mapping
V:ZM)x (M) — Z (M)

which is denoted by (¢,Y) Y, VY and which satisfies the following properties, for ¢,
Y, Z e Z(M)and f, g € Z(M):

1. VﬁergyZ = fV@Z + gVyZ,
(a) Vo(Y,2)=V,Y +V, 2,
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(b) Vo (fY) = fV,Y +o(f)Y.

This definition is not as transparent as that of a Riemannian structure. The fol-

lowing theorem, nevertheless, should clarify the situation a little.

Theorem A.1 (Covariant derivative [177]). Let M be a differentiable manifold with
an affine connection V. There exists a unique correspondence which associates to a
vector field V' along the differentiable curve v : I — M another vector field % along
v, called the covariant derivative of M along vy, such that:

D DV DW .

(a) % (fV)= %V + f%, where W is a vector field along v and f is a differen-

tiable function on I;

(b) if V' is induced by a vector field Y € 2 (M), ie., V(t) = Y(y(¢)), then

% = Vay/arY -

Theorem A.1 shows that the choice of an affine connection on M leads to a bona
fide (i.e. satisfying 1 and la) derivative of vector fields along curves. The notion
of connection furnishes, therefore, a manner of differentiating vector along curves; in
particular, it will then be possible to speak of the acceleration of a curve in M. The
concept of parallelism now follows in a natural manner.

Let M be a differentiable manifold with an affine connection V. A vector field V'

along a curve v : I — M is called parallel when % = 0, for all ¢ € I. Moreover, let
7 be differentiable and vy a vector tangent to M at v(ty), to € I (i.e. vy € T M).
Then there exists a unique parallel vector field V' along ~, such that V(ty) = vo, (V ()

is called the parallel transport of V (to) along ) [177].

Example A.8 (Parallel Transport for S"~1). The parallel transport of a vector ¢ €
T,5" ! in a tangent vector to 7,.5"! is used in the RIUKF in equation (9.104) (cf.
Theorem 9.2). There is a closed form for this operation on S™7'; let ¢ — ~v,,(t) be a
geodesic, and then the parallel transport ((¢) (expressed in the canonical basis €) of a

vector ((0) = ¢ € T,S™ ! along the geodesic v4,(t) is given by

 Agul0)
T R O]

C) : = =7qu(0) it ([Hq. (O )17 C(0) + 1105 (H0 (O ) 1.0 (0)7C(0) + (I = mey™) C(0).
We have that:

v
Yg.0(0) = cos (0 [o]]) g + oy S Ovl) = g;
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7q,v(0) =v
Then

6(t) = —qsin (o] ) || 0+ eos (ol ) <<o>+(1—MM) (0).

A vector v = exp,r is such that » = ~v,,(1); therefore, the parallel transport of
¢ €T,S" " to T,5" ! is given by

T T

S v T [_U“>, A13
¢ = ¢(1) = —gsin (Jol) o+ HCOS“‘““)‘“*( et} ¢ 4

Definition A.7. Let M be a differentiable manifold with an affine connection V and a
Riemannian metric (,). A connection is said to be compatible with the metric (,) ,when
for any smooth curve v and any pair of parallel vector fields P and P’ along -, we have
(P, P") = constant.

Definition A.7 is justified by the following fact. Let M be a Riemannian manifold.
A connection V on M is compatible with a metric if and only if, for any vector fields
V and W along the differentiable curve v : I — M, we have (cf. [177])

d DV DW
LWy = <dt,w>+<v,dt>, tel (A.14)

An affine connection V on a smooth manifold M is said to be symmetric when
VoY —Vyp=p Y] forall ¢, Y € Z (M), (A.15)

where, for two vectors fields X and Y, the bracket [X,Y] is called the Lie Bracket of
X and Y, and defined by
[(X,Y]:=XY -YX.

Theorem A.2 (Levi-Civita [177]). Given a Riemannian manifold M, there exists a

unique affine connection V on M satisfying the conditions:

1. V is symmetric,

2. V is compatible with the Riemannian metric.

The connection given by Theorem A.2 will be referred to, from now on, as the

Levi-Civita (or Riemannian) connection on M.
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A.4 GEODESICS

In what follows, M will be a Riemannian manifold, together with its Riemannian

connection.

Given a curve v : [a,b] — M on a Riemannian manifold M with v(a) = g and
~v(b) = p, the arc length IL of v is given by

L6 = | b

Generally, there is more than one curve connecting two points, and it is natural to ask

dy
dt

dy dy
dt’ dt

v(t) a (1)

for the which of these curves have the smallest arc length, and what is the value of this

smallest arc length.

The smallest arc length gives the concept of the distance between two points; indeed,
for two points q and p in M connected by smooth curves v : [a,b] — M, the distance
between 7(a) = q and v(b) = p is defined by

dist (g, p) := mwinIL (7) - (A.16)

The curves between two points whose lengths are the smallest are the so called
geodesics. A geodesic can be seen as the analogous to an straight line in a Euclidean
space in the sense that they are the shortest path between two points. Geodesics are
defined as being the curves with zero covariant derivative at every point. It can be

shown that this definition leads to the property of minimizing distances.

Definition A.8 (Geodesic). A parametrized curve v : I — M is a geodesic at ty € 1
if % (Z—Z) = 0 at the point tg; if v is a geodesic at t, for all ¢ € I, we say that v is a
geodesic. If [a,b] C Tand v : I — M is a geodesic, the restriction of y to [a, b] is called
a geodesic segment joining y(a) to v(b) [177]. If the definition domain of all geodesics

of M can be extended to R, then M is said to be geodesically complete [66, p.129].

From the Hopf-Rinow-De Rhom Theorem, it follows that there exists at least one
geodesic connecting every two points of a geodesically complete manifold. In the Un-
scented theory developed in this work, we suppose that all Riemannian manifolds are

geodesically complete, unless stated otherwise.

Example A.9 (Euclidean Space). For the Euclidean manifold R", geodesics are given
by

v (t,z,v) =z + vt.
Example A.10 (Unit Sphere (from [177] and [174])). Let M = S" ! C R" be the

unit sphere of dimension n. The great circles of S"~! parameterized by arc length
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are geodesics (see Figure A.6). For S ! as a Riemannian submanifold of R", the
Riemannian metric is given by the inner product (A.12). Geodesics on the S™~! are
the curves v : R — S"7 ! : ¢+ ~(¢) with v(0) = g and +/(0) = v given by the following

equation (the elements of the S"~! are represented as vectors of the R™)

(t) = gcos(||v]|t) + HZH sin([|v[| £). (A.17)

Figure A.6: A geodesic in S2.

A.5 EXPONENTIAL AND LOGARITHM MAPS

If it is known that a curve in a Riemannian manifold M passes through a point
qg € M at time t = 0 with tangent vector v € T, M, then we can fully determine this
curve. Particularly, if a curve determined by such a triad (¢, g, v) is a geodesic, then it
is unique; i.e., this is the only geodesic passing through g at time ¢ = 0 with tangent
vector v € TyM [177]. Indeed, the coordinates of a geodesic follow a second order
ordinary differential equation, and, from the theory of differential equations, given
initial conditions of g and its derivative, the solution is unique. Therefore, a geodesic

v can be expressed as a function of (¢,q,v) by v(t,q,v).

For a geodesic 7(t, q,v), if we consider, for each v € T, M, the point v(1,q,v) €
M, we have an interesting mapping from T, M to M, the so called (Riemannian)

exponential mapping [177].

Definition A.9 (Exponential map). Consider a point ¢ € M and let V C T, M be
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an open set of Ty M. Then the map exp : Y — M given by

v
exp,(v) :=7(1,q,v) =~ <||v|| .4, ||U||> , veV; (A.18)

is called the (Riemannian) ezponential map on Y.

Geometrically, exp,(v) is a point of M obtained by going out the length equal to
||v]|, starting from q, along a geodesic which passes through g with velocity equal to
v/||v||. The map exp,, is differentiable, and realizes a local diffeomorphism from a
sufficiently small neighborhood around the origin of 7, M, the so called (Riemannian)
logarithm map. For U being this neighborhood and q,p € U, p = exp,(v), then the
inverse map log : U — Ty M defined by

= log,(p),

or simply

(ﬁ logq

is called the (Riemannian) logarithm map [66, p.130].

The logarithm map of the geodesics going through g € M are represented by the
lines going through the origin of T, M [66]:

log, v (t, q, (ﬁ) = t(ﬁ.

Besides, the distance for paths passing through q is preserved, that is,

dist(q, p) H@H <(ﬁ>), (ﬁ)>q. (A.19)

From Example A.10, we see that, for some Riemannian manifolds, the exponential
map for a given point g € M does not realize a diffeomorphism for all 7;, M, therefore,
the logarithm is not defined for the whole T, M. We can reduce the domain of exp, to
a certain subset such that exp, is a diffeomorphism; this subset is called the tangential
cut locus C(q) C TyM of exp,, and the set C(p) := exp,(C(q)) € M the cut locus of

exXpy-

Note that C(p) = exp,(C(p)) and the mazimal definition domain for the expo-
nential map is the domain D(p) containing the origin of 7, M, and delimited by the
tangential cut locus [66, p.130]. Therefore, the exponential map can be defined as

covering all the manifold except the cut locus:
D(p) e R" «+— M —C(p)
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pq = log,(q) +— q = exp,(Pq).

For now on, we will consider that exponential maps are defined in this way, unless

stated otherwise.

Example A.11 (Euclidean Space). Since the geodesics of the Euclidean manifold R™
are given by (see Example A.9)

v (t,z,v) =z + vt;

and consequently, the exponential map and the logarithm map (with usual inner prod-

uct as the Riemannian metric) are given by

expy : R* — R"

v =yl z,v) =a+v; (A.20)
and

logh": R* — R"
y —y—x. (A.21)
Example A.12 (Exponential and logarithm mappings of the S"!'). Applying the

definition (A.18) on (A.17), we have that the exponential mapping on the sphere (in

the canonical basis {e1, ..., e,} of R"), expg(v), is given by

v = (1, q,v) = g cos(||v]]) + = sin([|v]]). (A.22)

expg : By, (7) S"'—{—-q}
v
v

An illustration of this exponential mapping for the S? is shown in Figure A.7.

Let p = expg(v), then, for
0 := arccos ((g,p)),
the logarithm mapping is

logg : S" ' —{—q} — By, (7)

_ 0 6 cos 0
P = Ing(p) := exp, L) = —

sin(@)p sin(6) q

(A.23)
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Figure A.7: Exponential map of the unit sphere of dimension 2.
Adapted from [177] with copyright.
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B. RESUMO ESTENDIDO EM
LINGUA PORTUGUESA

A filtragem de Kalman Unscented tornou-se extremamente popular na comunidade de
controle. De acordo com o IEEE Xplore Digital Library (um sitio eletronico do Institute
of Electrical and Electronics Engineers [IEEE])?, o trabalho [1] atingiu a impressionante
marca de 8222 leituras; e 1279 citagoes no IEEE, 2735 no Scopus (http://www.scopus.
com), e 1564 no Web of Science (http://apps.webofknowledge.com).

Desde o seu trabalho precursor [2], os Filtros de Kalman Unscented (FKUs) vém
sendo usado em diversas aplica¢oes. Por exemplo, podemos encontra-los sendo utiliza-
dos para estimar varidveis relativas a baterias [3-7], geradores edlicos [8], controle de
frequéncia de sistemas de poténcias [9], circuitos integrados [10], moduladores sigma-
delta [11], sistemas de navegacado inerciais [12], satélites [13], imagens médicas [14],
cirurgias assistidas por computador [15], insulinas plasméticas [16], cApsulas endoscopi-
cas [17], microfones [18], tomografias actsticas da atmosfera [19], robds méveis [20-22],

entre outros.

Algumas propriedades dos FKUs podem ser bem entendidas quando esses filtros sao
em relagdo com o conhecido Filtro de Kalman Estendido (FKE). Em muitas aplicagoes
— por exemplo, em [7,16,21], e [22], entre outros — os FKUs comportaram-se melhor
que o FKE. Esse comportamento superior pode ser explicado, pelo menos, pelas duas

razoes a seguir:

e as complexidades computacionais dos FKUs e do FKE sao da mesma ordem —

O(n,) —, mas as estimativas dos FKU’s tendem a ser melhores [23].

e 0 FKU é livre de derivadas (ndo precisa calcular matrizes jacobianas), enquanto
o FKE requer que a dinamica seja diferenciavel. Portanto, diferente do FKE, os
FKU’s podem ser usados em sistemas em que matrizes jacobianas nao existem,

tais como sistemas com descontinuidades (cf. [1]).

Grande parte dos esforgos dos pesquisadores da teoria Unscented tem sido direcio-

nada a encontrar extensoes do primeiro FKU. A direcao dessas extensoes sao similares

*Em  http://ieeexplore.ieee.org/xpl/abstractMetrics.jsp?arnumber=1271397&action=search&sort
Typ e=&rowsPerPage=&searchField=Search All&matchBoolean=true&queryText=julier%20unsce
nted %20kalman%20filtering%20for%20nonlinear%20estimation), acessado as 21h00min, no dia 15 de
fevereiro de 2016.
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as tomadas para propor as extensoes do FKE ja propostas na literatura. Existem ex-
tensoes do FKE em direcao a diversas classes de filtros, espacos de estados, e sistemas

dindmicos; p. ex. nas seguintes direcoes:

1. de diferentes classes de espagos de estados com respeito as suas estruturas algébri-
cas, tais como espagos de estado compostos por quatérnios unitarios, quatérnios

duais unitarios, variedades riemannianas, algebras de Lie, etc;

2. de diferentes classes de sistemas dinamicos com respeito as formas dos seus
conjuntos de tempo — o0s conjuntos compostos pelos pardmetros de tempo —
, tais como sistemas tempo-discreto, sistemas tempo-continuo, sistemas tempo-

continuo-discreto.

Neste trabalho, nés fazemos um estudo extenso da literatura de filtragem de Kalman
Unscented considerando diferentes aspectos, tais como estruturas algébricas do espacos
de estados e formas do conjuntos de tempo. Nés mostramos pontos fortes e fracos,
fazemos comparagoes, propomos corre¢oes, e apresentamos uma tentativa de teoria

sistematica.

B.1 FILTRAGEM DE KALMAN UNSCENTED EM VARIE-
DADES EUCLIDIANAS

Por meio de uma andlise detalhada do estado-da-arte corrente da teoria de filtros
de Kalman Unscented tempo-discreto para sistemas dinamicos em variedades euclidi-
anas, noés revelamos algumas inconsisténcias nessa teoria. Essas inconsisténcias estao

relacionados aos seguintes aspectos dessa teoria:

1. a ordem de estimativa da covaridncia transformada (Segdes 2.4.1 e 2.6.2) e da
covariancia-cruzada transformada (Segoes 2.4.2 e 2.6.3) tanto da Transformagao
Unscented (TU) como da Transformacgao Unscented Escalada (TUE) .

2. multiplas definigdes do FKU (Secao 2.5);
3. definigao dos conjuntos sigma reduzidos de [45], [46] e [83] (Segao 2.5);
4. a conservadorismo da TUE (Segao 2.6.1);

5. o efeito de escalamento da TUE na covariancia transformada e na covariancia-

cruzada transformada (Segoes 2.6.2 e 2.6.3);

6. resultados possivelmente mal condicionados nos Filtros de Kalman Unscented

Raiz Quadrada (FKURQ), Se¢ao 2.7.1);
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7. defini¢oes dos Filtros de Kalman Unscented Aditivos (FKUAds) (Segao 2.8).

Esses problemas em conjunto com a dificuldade de agrupar todos os resultados rela-
cionados a teoria Unscented, revelam a existéncia de lacunas i) nos conceitos matema-
ticos basilares dessa teoria, e ii) de solugoes matemaéticas que generalizem os conjuntos

sigma, as TUs, e os FKU’s da literatura.

Para preencher essas lacunas, nés propomos uma sistematizacio da teoria de filtros
de Kalman Unscented tempo-discreto para sistemas dindmicos em variedades euclidia-
nas. Essa sistematizacao é feita de forma construtiva, comecando pelos conceitos mais

simples da teoria.

Comecamos a sistematizagao considerando diversas formas de estima o valor espe-
rado de um vetor aleatdrio transformado por uma dada fungéo (Segao 3.1). Uma forma
interessante de fazer isso é criar um conjunto de pontos ponderados que aproxime o
vetor aleatorio independente (ndo transformada, Segao 3.1). Isso nos fornece a intui¢ao
necessario para introduzir as o-representagoes de N pontos de ordem | (cRIN, Defi-
ni¢io 3.1) de um vetor aleatorio X. Essencialmente, dado um vetor aleatério X, um
conjunto de pontos ponderado x é uma ocRIN de X se seus momentos amostrais (de
ordem 1 até [) sdo iguais aos de momentos de X — também podemos considerar uma
oRIN como sendo uma transformag¢ao que mapeia X (ou os seus momentos) para um

conjunto y com essas caracteristicas.

Mediante a proposicao de uma forma matricial das cRINs (Teorema 3.1), desco-

brimos algumas propriedades chaves dessas representacoes, a saber:

1. o menor nimero possivel de pontos sigma de uma cRIN (Corolario 3.1);

2. 0 menor nimero possivel de pontos sigma de uma oRIN simétrica (Corolario
3.1);

3. aforma de uma cRIN de um vetor aleatério Z = a X +b no caso de uma cRIN de
X ser conhecida (Corolario 3.2); com isso, a cRIN de um vetor Z com média Z e
momentos My, ..., M; pode ser encontrado como resultado, mediante a aplicacao
do Corolario 3.2, da obtenc¢ao prévia de uma ocRIN de um caso mais simples;
p. ex. da oRIN de X com média zero e momentos (pares) iguais a matrizes
identidade.

Baseando-nos nos resultados 1. e 2., encontramos formas fechadas de algumas
oRINs. Encontramos i) duas formas fechadas da o RI2 simétrica minima (Segao 3.3),

e ii) uma forma fechada da o RI2 minima (Segao 3.4).

Uma das formas fechadas da o RI2 simétrica minima (a cR Homogénea Simétrica

Minima, Corolario 3.4) é equivalente aos cldssicos conjuntos sigma de [1,2] (Tabela
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2.1); dessa forma, nés mostramos os fundamentos por tras desses conjuntos sigma que,
até agora, eram baseados apenas em ideias intuitivas. De fato, até aqui, nao se sabia
nem mesmo que esses conjuntos sigma sao compostos pelo menor niimero possivel de

pontos sigma.

Quanto a forma fechada da oRI2 minima (Teorema 3.2), nés mostramos que ela é
a unica o RI2 minima consistente existente; mostramos que essa o R[2 ¢ um caso geral

da tnica ocRI2 minima consistente da literatura (Corolario 3.5).

No entanto, as ¢RIN ainda nao resolvem o problema inicial de estimar o valor
esperado de um vetor aleatério transformado; uma solucao para esse problema é dada

pela Transformagao Unscented (TU).

O conceito de TU segue naturalmente o de uma cR — quando [ ou N nao forem
importantes para uma discussao ou conhecidas pelo contexto, omitiremos a referencia a
ela e chamaremos uma ocRIN simplesmente de cR. Uma oR pode ser vista como sendo
uma transformacao que mapeia uma variavel aleatério X em um conjunto ponderado y
tal que x € uma aprozimacao de X; e ja uma TU é uma transformagao que mapeia dois
vetores aleatérios X e Y = f(X) em dois conjuntos x := {x;, w;} e v := {y, wi|vi =
f(xa)} tal que {x,7} aprozima o vetor aleatério conjunto [X,Y]T.

Ha diversas maneiras de aproximar uma vetor aleatorio dessa forma; particular-
mente, uma TU aproxima [X,Y]? com a condigao de que y seja uma oR de X. Por-
tanto, podemos dizer que a aproximacao de uma TU ¢ baseada no casamento dos

momentos de um vetor aleatério com a de uma conjunto ponderado.

Muito embora ja existam defini¢coes de TU na literatura, no Capitulo 2 nés mos-
tramos alguns problemas com essas defini¢oes. Dessa forma, no Capitulo 4, nés apre-
sentamos uma nova definicdo da TU (Defini¢ao 4.1). Essa nova definigdo é mais geral
que as da literatura; a nossa TU é definida para qualquer ordem [ ( a ordem da oRIN
utilizada), ao passo que, até o limite do nosso conhecimento vai, a ordem mais alta da
TUs da literatura é 5 (a TU de [47]).

Baseando-nos em Séries de Taylor, nés obtemos a qualidade da estimativa de uma
TU de ordem [ (Teorema 4.1) — no Capitulo 2, nés haviamos mostrados que i) havia
alguns erros relacionados a qualidade de estimativa da TUs, e ii) a qualidade da esti-
mativa de alguns momentos de uma UT nao tinha sido ainda determinados, como a

das covariancias cruzadas.

Depois, propomos novas definigdes para i) a TU escalada (TUE) na Segdo 4.2, e
ii) a TU (TURQ) raiz-quadrada na se¢ao Section 4.3 — antes, no Capitulo 2, nés ha-
viamos mostrados também que as versoes da literatura dessas TUs tinham problemas.
Nos pudemos mostrar que nossas definicoes da TU escala e da TU raiz-quadrada sao

casos particulares da nossa definicao de TU. Assim, todas as propriedades previamente
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obtidas para TU sao naturalmente herdadas pela TUE e pela TURQ.

Na Sec¢ao 4.4, algumas propriedades das TUs desenvolvidas no Capitulo 4 sao veri-

ficadas em exemplos numéricos.

Com as defini¢oes de oR e de TU, nés ja dispomos dos conceitos necessarios para

propor filtros Unscented (FUs) consistentes; isso é feito no Capitulo 5.

Ha muitas defini¢bes de FKUs na literatura. Para saber em qual dessas defini¢oes
nos apoiaremos para construir os nosso FKUs tempo-discreto, primeiro investigamos
os problemas detectados na Secao 2.8 relativos aos FKUs Aditivos (FKUAds) tempo-
discreto da literatura; essa investigacao é feita na Se¢do 5.1. Nos utilizamos dos re-
sultados desenvolvidos no Capitulo 4 concernentes as TUs para estudar as possiveis
causas dos maus comportamentos dos FKUAds. Chegamos a conclusao de que apenas

um dos FKUAds da literatura é consistente com i) o sistema aditivo e ii) a TU.

Baseado nesse FKUAd consistente da literatura, nos definimos o nosso FKUAd
tempo-discreto (Se¢ao 5.2). Esse nosso FKUAd é mais geral e baseado em principios
mais consistentes que esse FKUAd da literatura, porquanto é definido mediante a TU

e a oR desenvolvidas neste trabalho.

Estendo esse nosso FKUAd tempo-discreto, apresentamos defini¢oes para o sistema
mais geral (ndo aditivo) na Secdo 5.2, e também para versoes raiz-quadrada (Segao
5.3).

Na Secao 5.4, propomos uma lista de casos particulares de todos esses filtros; essa
lista mostra que todos os filtros Unscented da literatura sao englobados pela sistema-
tizagdo. Mais a frente, na Secao 5.5, apresentamos comentarios relativos a aspectos
computacionais dos filtros Unscented propostos; e , na Secao 5.7, apresentamos uma

discussao sobre filtros Unscented de ordem maior que 2.

Na Secao 5.9, apresentamos critérios para escolher o filtro Unscented mais adequado
a um dado problema prético, e na Se¢ao 5.6, ilustramos alguns resultados relativos aos

filtros Unscented em exemplos numéricos.

Nesse ponto, apenas exemplos analiticos e numéricos foram utilizados para ilustrar
os novos resultados. Completando a triade de resultados cientificos — teoria, simulagao,
e experimento —, no Capitulo 6, apresentamos um inovagao experimental /tecnologica
utilizando alguns dos novos FKUs; esse filtros foram usados para estimar a posicao de
uma valvula eletronica automatica de aceleragdo. Além de ser uma aplicagao pratica
da teoria de filtragem de Kalman Unscented desenvolvida até entao neste trabalho,
essa estimacao da posicao da valvula de aceleracao é uma inovacao por si s6 desde um

ponto de vista pratico/tecnolégico.

Os resultados do Capitulo 6 tém implicagoes praticas, com interesse especial em dis-
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positivos eletronicos de aceleragao. Esses dispositivos frequentemente possuem apenas
um unico sensor para medir a posicao angular de uma valvula de aceleracao; em razao
disso, falhas nesse tinico sensor aumentam os riscos de dano em todo o sistema. Para
mitigar o impacto dessas falhas, introduzimos uma técnica que conjuga estimativas de

FKUs com medidas produzidas por um wattimetro.

A novidade reside no uso do wattimetro para medir a poténcia elétrica consumida
pelo acelerador. O wattimetro foi preferido por causa do seu baixo custo, mas qualquer

outro instrumento poderia ser usado no seu lugar.

Medidas do wattimetro alimentaram os FKUs, e esses filtros, por sua vez, geraram
estimativas da posi¢cdo do acelerador. Até limite do nosso conhecimento, este trabalho
é o primeiro a combinar um filtros com um sensor externo para aprimorar a funcionali-
dade de um acelerador. Experimentos realizados em laboratorio mostraram resultados

promissores.

O Capitulo 6 encerra a Parte I. Nessa parte, por meio de uma revisao da teoria
de filtragem Unscented, revelamos inconsisténcias e lacunas nessa teoria (Capitulo 2).
Em consequéncia, nos Capitulos 3, 4 e 5, propusemos uma sistematizagdo capaz de
resolver essas inconsisténcias e preencher essas lacunas. Além disso, novos resulta-
dos foram introduzidos mediante dessa sistematizacdo. A maior parte dos resultados
dessa sistematizagao foram ilustrados em exemplo numéricos. Finalmente, no Capitulo
6, propusemos uma nova técnica experimental/tecnologica usando alguns dos novos
FKUs.

Somando tudo, na Parte I, nés desenvolvemos uma sistematizagao da teoria de
filtragem de Kalman Unscented que foi verificada em exemplos numéricos e em um

experimento pratico.

B.2 FILTRAGEM DE KALMAN UNSCENTED EM VARIE-
DADES RIEMANNIANAS

Toda a teoria desenvolvida na Parte I é baseada nos conceitos de sistemas dinamicos
estocdsticos; tanto nas suas formas tempo-discreto em (2.1) e (2.2), quanto nas tempo-
continuo em (5.43), e tempo-continuo-discreto em (5.44). Note que, para todos esses
sistemas, as variaveis — os vetores de estado, medidas e ruidos — tomam valores
em espaco euclideanos. Tais sistemas Euclidianas podem ser utilizados para modelar
diversos problemas praticos; mesmo assim, para alguns problemas praticos, pode ser

melhor utilizarmos outras classes de sistemas.

Quando queremos determinar um modelo dindmico envolvendo rotagoes e/ou ori-
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entagoes, pode ser vantajoso usarmos quatérnios unitdrios, ao invés de matrizes de
rotagao — essas matrizes sao o modo natural de modelar rotagdes em um espago eucli-
diano de tridimensional. Portanto, podemos considerar sistemas dinamicos estocasticos
em que ao menos algumas variaveis sdo quatérnios unitarios; nesse caso, poderiamos
nos perguntar se a sistematizacao desenvolvida na Parte I pode estendida para esses

sistemas quaterniénicos.

A literatura Unscented ja tem alguns filtros Unscented para sistemas quaternionicos.
Entao, no Capitulo 7, nés analisamos todos os diferentes FKUs e FKUSRs para esses
sistemas propostos na literatura. Dessa andlise, mostramos que i) uma quantidade
consideravel desses filtros nao preservam a norma dos quatérnios unitdrios; e ii) todos
os FKUs aditivos que preservam a norma dos quatérnios unitarios sao casos particulares
de um novo algoritmo, a saber do Filtro Unscented de Kalman Aditivo Quaternionico
(FKUAdQu, Section 7.3.1). De fato, os FKUAdQu pode resultar em qualquer um
desses filtros da literatura por escolhas i) da oR, ii) do método para médias ponderadas
de conjuntos de quatérnios unitarios, e iii) da parametrizagao vetorial do conjuntos dos

quatérnios unitérios (S*, possiveis escolhas sdao apresentadas).

Também introduzimos uma extensao raiz-quadrada do FKUAdQu, o Filtro Unscen-
ted de Kalman Raiz-Quadrada Aditivo Quaterniénico (FKUSRAdQu), que tem pro-
priedades melhores que os FKUSRs para sistemas quaterniénicos da literatura (Segao
7.3.2). Em comparagao com os FKUs da literatura, o FKUSRAdQu é computacional-
mente mais estavel em situagdes (computacionalmente) mal condicionadas por causa
das suas propriedades de filtro raiz-quadrada; e em comparacao com os FKUSRs da lite-
ratura, o FKUSRAdQu é sempre computacionalmente mais estavel porque tem menos
(ou até nenhuma) downdating de fatores de Cholesky (Secao 7.3.2). Essas proprieda-
des superiores do FKUSRAdQu foram verificadas computacionalmente considerando
of filtros Unscented para sistemas de atitudes para dois problemas (Segao 7.4.2): 1)
um sistema tedrico com a performance dos filtros deterioradas por erros de arredon-
damento computacional; e 2) um problema de estimagdo de atitude de um satélite
em duas situagoes diferentes: i) um considerando condig¢bes normais, e ii) outro con-
siderando condigoes computacionalmente mal condicionadas. Em dois de todos esses
trés casos, [a tnica situagao do problema 1), e as situagdes i) e ii) do problema 2)], o
FKUSRAdQu proporcionou estimativas confiaveis, mas todos os filtros Unscented para
sistemas quaternionicos da literatura falharam. Além disso, até mesmo em condigoes
normais [situagoes i) do problema 2)], o FKUSRAdQu superou os filtros Unscented da
literatura, apresentando estimativas melhores (o segundo menor erro foi 10, 56% maior
que o erro do FKUSRAdQu).

O objetivo inicial do Capitulo 7 era estender a sistematizacao da Parte I para siste-

mas quaternionicos. No entanto, pela analise desenvolvida nesse capitulo, concluimos
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que os filtros Unscented para sistemas quaternionicos da literatura foram construidos
sobre alguns conceitos intuitivos, mas nao tanto matematicos; com efeito, podemos
citar as seguintes propriedades que sobre as quais esses filtros Unscented foram cons-

truidos:

1. Os modelos quaternionicos aditivos nao sao consistentes (cf. Nota 7.1).

2. Alguns dos conceitos de probabilidade e estatistica o espagos quaternidnicos re-
querem de mais estudo. Por exemplo, ndo estd claro quais sdo as defini¢oes e
as propriedades das i) varidveis aleatérias quaternionicas, suas distribuigoes, e
suas estatisticas; ii) das estatisticas de conjuntos de quatérnios unitarios (tais
oR’s quaternionicas); iii) as estatisticas de uma varidvel aleatéria quaternionica

transformada.

3. A forma dos filtros quaternionicos sao estendidos dos euclidianos sem explicagoes
suficientes. Por exemplo, qual é a explicacao por tras das equagoes de correcao
dos filtros quaternidnicos [p. ex. o passo (2d) do FKUSRAdQu]? Qual tipo de

aproximacao ela da?

A nossa solugao para estender a sistematizacao da Parte I para sistemas quater-
nionicos ¢ baseada em wvariedades riemannianas. Trabalhamos com essas variedades
porque i) o conjuntos dos quatérnios unitdrios é uma variedades riemanniana; e ii) jd
existem alguns resultados de probabilidade e estatistica para variedades riemannianas

na literatura.

No Capitulo 8, nds i) apresentamos resultados da literatura relativos a estatisticas
desenvolvidas intrinsecamente para variedades riemannianas, ii) fazemos algumas ez-
tensoes desses resultados da literatura — p. ex., entre outros resultados, defini¢oes de
momentos sao estendidas —, e iii) propomos outros resultados relativos a estatistica
em variedades riemannianas — p. ex., entre outros resultados, momentos e momentos
amostrais de ordem maior do que 2 (Secdo 8.3 e 8.6), resultados relativos a algumas
transformagoes de pontos aleatérios riemannianos (Secao 8.5), e resultados relativos a

conjuntos de pontos riemannianos (Segao 8.4).

Noés comecamos essa sistematizacao da filtragem de Kalman Unscented para vari-
edades riemannianas introduzindo a o-representagao riemanniana (cRRi, Secao 9.1).
No Teorema 9.1, mostramos que férmulas fechadas de oRs podem ser usados para
encontrar cRRis; com isso, no Corolario 9.1, determinamos i) o nimero minimo de
pontos sigma de uma oRRi, ii) o nimero minimo de uma oRRi simétrica, e iii) formas

fechadas para a minima oRRi, e iv) formas fechadas para a cRRi simétrica minima.

De modo parecido ao a sistematizacao da Parte I, definimos Transformacao Uns-

cented Riemanniana (TURI, Segdo 9.2), baseando-nos na no conceito de cRRi. Além
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disso, estendemos todas as versoes da TU do Capitulo 4 para o caso riemanniano; entre

outros, propusemos a TURi Escalada e a TURi Raiz-Quadrada.
Na Secao 9.3, nds tratamos dos filtros Unscented riemannianos desejados.

No6s introduzimos uma definicao de sistemas riemannianos aditivos (Segao 9.3.1).
Esses sistemas sao necessarios para definirmos filtros Unscented riemannianos com

ruido aditivo, mas, em geral, variedades riemannianas nao sao equipadas com somas.

Ademais, encontramos equacoes de correcao de Kalman consistentes para os filtros
Unscented riemannianos (Secao 9.3.2). Para encontrar essas equagoes, consideremos,
primeiro, um caso particular em que o estado e a medida pertencem a mesma variedade
(Secao 9.3.2.1); s6 entao, mediante a extensao desse resultado, conseguimos encontrar

a forma final das equagoes de corre¢ao de Kalman (Secao 9.3.2.2).

Na Sec¢ao 9.3.3, introduzimos quatro novos filtros Unscented riemannianos tempo-
discreto. No final dessa secao, providenciamos uma numerosa lista de versoes desses
quatro filtros riemannianos (Tabelas 9.1, 9.2, 9.3, e 9.4); todas essas versoes saGo novos

filtros Unscented riemannianos.

Depois, na Se¢ao 9.4, comparamos, teoricamente, os nossos filtros Unscented rie-
mannianos com o unico filtro Unscented de Kalman riemanniano da literatura, a saber
o Filtro de Kalman Unscented para Variedades riemannianas (FKURM) de [171]. O
FKURM de [171] é essencialmente diferente de todos os filtros das Tabelas 9.3, 9.1,
94, e 9.2, exceto de um: o Filtro Unscented de Kalman Aditivo Simétrico Minimo
Homogéneo riemanniano (FKUAdSiMiRi, Tab 9.4 [1,1]). Mesmo assim, muito embora
existam similaridades entre of FKURM de [171] e o FKUAdSiMiRi, o FKUAdSiMiRi

apresenta vantagens (cf. Section 9.4).

A intencao inicial da Parte II de desenvolver filtros Unscented para sistemas qua-
ternionicos é materializada pelos Filtros Unscented Esférico-riemannianos (FUERIs,
Segao 9.5). Mais do que ser apenas uma forma particular dos filtros Unscented ri-
emannianos da Se¢ao 9.3, esses filtros esférico-riemannianos sao computacionalmente

implementavers.

Conceitos da teoria de variedades riemannianos podem ser bem abstratos, mas ge-
ralmente linguagens computacionais nao sao desenvolvidas para trabalhar com esse
nivel de abstracao. Em lugar disso, frequentemente temos que trabalho ou formas fe-
chadas de casos particulares ou ainda com aproximagoes numéricas. Nos apresentamos
formas fechadas para quase todas as operacoes nesses filtros—tais como mapeia men-
tos exponenciais, mapeamentos logaritmos, e transportes paralelo—; apenas médias

amostrais de o RRis ainda precisam de ser encontradas numericamente.

Mostramos que os FUERIs s@ao melhores que os Filtros Unscented Aditivos Qua-
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ternidnicos (QuAdUF’s) da Secao 7.3. Os FUERIs possuem melhores propriedades
matematicas que os QuAdUF’s e, em um exemplo numérico, uma forma do FUERi
superou o USQUE de [48] (este é um consagrado QuAdUF da literatura) por uma

grande margem.

Filtros Unscented para sistemas quaternionicos duais sao introduzidos na Se¢ao 9.6.
Quatérnios unitarios sdo computacionalmente eficientes para representar rotagoes, e os
quatérnios unitarios duais podem ser vistos como extensoes dos quatérnios unitario para
representar deslocamentos de corpos rigidos—rotagoes em conjunto com translagoes.
Os filtros da Segao 9.6 sao os primeiros filtros Unscented consistentes Unscented para

sistemas quaternionicos duais, e sao baseados nos filtros Unscented Riemannianos

Na Secao 9.7, versoes tempo-continuo e tempo-continuo-discreto dos filtros rieman-

nianos da Secao 9.3.3 sdo introduzidos também pela primeira vez na literatura.

Somando tudo, podemos afirmar que, neste trabalho, nds desenvolvemos uma nova
e consistente teoria de filtragem de Kalman Unscented para variedades euclidianas e

rLemannianas.
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