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Resumo

Neste trabalho estudamos a existência e a concentração de soluções para uma classe de
equações quaselineares. Mais precisamente, estudamos a seguinte classe de problemas{

−div
(
a (εp|∇u|p) εp|∇u|p−2∇u

)
+ V (z)b (|u|p) |u|p−2u = f(u) in RN ,

u ∈W 1,p(RN ) ∩W 1,q(RN ),
(Pε)

onde 1 < p ≤ q ≤ N e N ≥ 2. Estas soluções se concentram em torno do ponto de mı́nimo
do potencial V quando ε → 0 e possuem decaimento exponencial. Consideramos a função
f com três tipos diferentes de condições de crescimento: exponencial cŕıtica, subcŕıtica e
cŕıtica. Aqui usamos métodos variacionais e a técnica de Del Pino e Felmer’s [26] para
superar a perda de compacidade .



Abstract

In this work we study the existence and concentration of the solutions for a class of quasi-
linear equations. More precisely, we study the following class of problems{

−div
(
a (εp|∇u|p) εp|∇u|p−2∇u

)
+ V (z)b (|u|p) |u|p−2u = f(u) in RN ,

u ∈W 1,p(RN ) ∩W 1,q(RN ),
(Pε)

where 1 < p ≤ q ≤ N and N ≥ 2. These solutions concentrate around the minimum point
of potential V as ε→ 0 and have exponential decay at infinity. We consider the function f
with three different types of growth: critical exponential, subcritical and critical. Here we
use variational methods and Del Pino and Felmer’s technique [26] in order to overcome the
lack of compactness.
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Introduction

In this work we are going study the existence and concentration of solutions for the
following class of problems:{

−div
(
a (εp|∇u|p) εp|∇u|p−2∇u

)
+ V (z)b (|u|p) |u|p−2u = f(u) in RN ,

u ∈W 1,p(RN ) ∩W 1,q(RN ),
(Pε)

where 1 < p ≤ q ≤ N and N ≥ 2. The hypotheses on the functions a and b are the
following:

(a1) the function a is of class C1 and there exist constants k1, k2 ≥ 0 such that

k1t
p + tq ≤ a(tp)tp ≤ k2t

p + tq, for all t > 0;

(a2) the mapping t 7→ A(tp) is convex on (0,∞), where A(t) =

∫ t

0
a(s)ds;

(a3) the mapping t 7→ a(tp)

tq−p
is nonincreasing for t > 0;

(a4) if 1 < p ≤ q ≤ 2 ≤ N the mapping t 7→ a(t) is nondecreasing for t > 0. If
2 ≤ p ≤ q < N the mapping t 7→ a(tp)tp−2 is nondecreasing for t > 0.

(b1) The function b is of class C1 and there exist constants k3, k4 ≥ 0 such that

k3t
p + tq ≤ b(tp)tp ≤ k4t

p + tq, for all t > 0;

(b2) the mapping t 7→ B(tp) is convex on (0,∞), where B(t) =

∫ t

0
b(s)ds;

(b3) the mapping t 7→ b(tp)

tq−p
is nonincreasing for t > 0.

(b4) if 1 < p ≤ q ≤ 2 ≤ N the mapping t 7→ b(t) is nondecreasing for t > 0. If
2 ≤ p ≤ q < N the mapping t 7→ b(tp)tp−2 is nondecreasing for t > 0.

Using (a3) and (b3) we can prove that there exists a positive real constant γ ≥ q
p such that

1

γ
a(t)t ≤ A(t) and

1

γ
b(t)t ≤ B(t), for all t ≥ 0. (0.0.1)

The conditions on V are as follows:

(V1) There is V0 > 0 such that

0 < V0 ≤ V (z), for all z ∈ RN .
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(V2) There exists a bounded domain Ω ⊂ RN , such that

0 < V0 = inf
z∈Ω

V (z) < inf
z∈∂Ω

V (z).

Such class of problems arises from applications in physics and related sciences, such as
biophysics, plasma physics and chemical reaction, as it can be seen for example in [37], [38]
and [63]. For example, we can cite a particular case of (Pε):

Problem 1: Let a(t) = 1 + t
q−p
p and b(t) = 1 + t

q−p
p . In this case we are studying problem

−∆pu−∆qu+ V (x)(|u|p−2u+ |u|q−2u) = f(u) in RN .

The Problem 1 from a general reaction–diffusion system: ut = div(Du∇u) + g(x, u),
where Du := [|∇u|p−2 + |∇u|q−2]. In such applications, the function u describes a concen-
tration, the term div(Du∇u) corresponds to the diffusion with a diffusion coefficient Du
and g(·, u) is the reaction and relates to source and loss processes. Usually, in chemical
and biological applications, the reaction term g(·, u) is a polynomial of u with variable
coefficients.

In order to illustrate the degree of generality of the kind of problems studied here,
with adequate hypotheses on the functions a and b, in the following we present more some
examples of problems which are also interesting from the mathematical point of view and
have a wide range of applications in physics and related sciences.

Problem 2: Let a(t) = t
q−p
p and b(t) = t

q−p
p . In this case we are studying problem

−εq∆qu+ V (x)|u|q−2u = f(u) in RN

and it is related to the main result showed in [9], [11], [12] in the case p = 2. In [5], [8], [45]
the author have studied the case 1 < q ≤ N .

Problem 3: Let a(t) = 1 + 1

(1+t)
p−2
p

and b(t) = 1. In this case we are studying problem

−εp div(|∇u|p−2∇u)− div

(
εp|∇u|p−2∇u

(1 + εp|∇u|p)
p−2
p

)
+ V (x)|u|p−2u = f(u) in RN .

Problem 4: Let a(t) = 1+t
q−p
p + 1

(1+t)
p−2
p

and b(t) = 1+t
q−p
p . In this case we are studying

problem

−εp∆pu− εq∆qu− div

(
εp|∇u|p−2∇u

(1 + εp|∇u|p)
p−2
p

)
+ V (x)(|u|p−2u+ |u|q−2u) = f(u) in RN .

The interest in the study the class of p&q equations has increased because of the generality
of the involved differential operators, see for example [48], [49], [56], [57]. Indeed [48] and [49]
characterize the continuous spectrum of double-phase equations. On the other hand [56]
and [57] deal, respectively, with the classes of Laplacian-like operators on Riemannian
manifolds, and the existence of blow-up phenomena for A-Laplacian operators.

The concentration of solutions is motivated by the great interest in quantum mechanics,
which, for instance, is the study of the nonlinear Schrodinger equation

iε
∂Ψ

∂t
= −ε2∆Ψ + (V (x) + E)Ψ− f(Ψ) for all x ∈ RN , (NLS)
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where ε > 0. Knowledge of the solutions for the elliptic equation

−ε2∆u+ V (x)u = f(u) in RN (NLS1)

has a great importance in the study of standing-wave solutions of (NLS). The behavior
of the solutions, of the above equation, when ε → 0 has great physical interest since it
describes the transition from quantum to classical mechanics, being called semiclassical
states.

In [51], by a mountain pass argument, Rabinowitz proves the existence of positive
solutions of (NLS1), for ε > 0 small, whenever

V∞ = lim inf
|x|→∞

V (x) > inf
x∈RN

V (x) = γ > 0. (R)

Later Wang [61] showed that these solutions concentrate at global minimum points of V (x)
as ε tends to 0. Wang also noted that the concentration of any family of solutions with
energy uniformly bounded can only occur in a critical point of V .

In [26], del Pino and Felmer proved the existence of solutions, which are concentrated
around local minimum of V by introducing a penalization method. More precisely, they
assume that there is an open and bounded set Ω compactly contained in RN such that

0 < γ = inf
x∈RN

V (x) ≤ V0 = inf
x∈Ω

V (x) < min
x∈∂Ω

V (x).

After this excellent paper [26], many authors have used the penalization method with
different differential operators. There are more than four hundred quotes, which makes it
almost impossible to cite all. However, this method has been little applied to show the
existence of nodal solutions that concentrate at minimum points of potential V . For exam-
ple, [9] and [12] with Laplacian operator, [8], [11] with Laplacian operator and nonlinearity
of exponential type, [4], [31], [32] and [45] with p-Laplacian operator, [27] with quasilinear
operator −∆u−∆(u2)u, [36] with Laplacian operator and the nodal solutions concentrating
on lower dimensional spheres, [52] with Laplacian operator and V with critical frequency.

As can be seen in [6], [34] and [30], p&q problems are generalizations of (R). However,
as can seen below, we show that the arguments found in [26], [51] and [61] cannot be used
directly. But before that, we are going to report some results on p&q problems type. There
are interesting papers on such class of problems. We start with some problems in a bounded
domain. For example, in [34] the author shows existence and multiplicity of solutions for
a critical p&q problem considering nonlinearity of concave and convex type. The critical
case with discontinuous nonlinearities was studied in [35]. In [15] and [24], the existence
of solutions using non-variational methods is shown, such as sub-supersolutions and the
principle of comparison.

Now we comment some results in RN . Existence results was studied in [23] and [30].
In [5] the authors studied concentration results in Orlicz-Sobolev spaces with subcritical
nonlinearity and the potential satisfying the local condition introduced by Del pino and
Felmer [26]. In [6] was showed the existence and concentration results with subcritical
nonlinearity and the potential satisfying the global condition introduced by Rabinowitz [51](
see also [61]).

This work is divided into three chapters and three appendices. In Chapter 1 we study
existence and concentration of nodal solutions of (Pε) with exponential critical growth. For
this q = N and the nonlinearity f is assumed to be a C1(R) odd function with critical
exponential growth at +∞, that is, f behaves exp(α0|t|N\N−1), for some α0 > 0.

More precisely, we assume the following growth conditions in the origin and at infinity
for the function f : R→ R of C1 class:
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(f1)

lim
|s|→0

f ′(s)

|s|N−2
= 0.

(f2) There exists α0 > 0 such that the function f satisfies

lim
t→∞

f(t)

exp(α|t|N/N−1)− SN−2(α, t)
= 0 for α > α0

and

lim
t→∞

f(t)

exp(α|t|N/N−1)− SN−2(α, t)
=∞ for α < α0,

where SN−2(α, t) =
N−2∑
k=0

αk

k!
|t|Nk/(N−1).

(f3) There exists θ > γp such that

0 < θF (s) ≤ f(s)s, for s 6= 0,

where F (s) =

∫ s

0
f(t)dt and γ > 0 was given in (0.0.1);

(f4) s 7→ f(s)

sN−1
is nondecreasing in s > 0.

(f5) There exist r > N and τ > 1 such that

sgn(t)f(t) ≥ τ |t|r−1,

for all t 6= 0.

In the last years, the research to find positive or nontrivial solutions for critical expo-
nential elliptic problem has been made for many authors. For example [1], [2], [3], [8], [21],
[25], [34], [41], [42], [46], [47], [53] and references therein.

However, the research to find nodal solutions for critical exponential elliptic problem
has been made for few authors. In [10] the authors establish the existence and multiplicity
of multi-bump nodal solutions for the class of problems involving the Laplacian operator.
In [50] was studied existence of infinitely many sign-changing solutions for elliptic problems
with critical exponential growth in bounded domain. In [11] and [12] the authors showed
existence and concentration of solution using the penalization method.

Our arguments were strongly influenced by [10], [11], [12] and [50]. Below we list what
we believe that are the main contributions of our chapter.

(i) As well-known, in order to overcome the difficult provoked by the exponential critical
growth, it is sufficient to have some control on the norm of the minimizing sequence.
We obtain such control using a solution of a problem in a bounded domain, as can be
seen in Lemma 1.2.3.

(ii) Since the operator considered in this paper is not linear and nonhomegenous, some
results that can be found in the papers above mentioned cannot be repeated here.
For example, Lemma 1.2.2, Lemma 1.2.3, Lemma 1.2.4 , Lemma 1.2.5.

(iii) In this work we consider a large class of quasilinear operators that includes all oper-
ators considered in the papers above mentioned.
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The main result of the Chapter 1 is the following:

Theorem 1. Suppose that a, b, f and V satisfy (a1) − (a4), (b1) − (b4), (f1) − (f5) and
(V1) − (V2) respectively. Then, there are ε0 > 0 and τ∗ > 1 such that (Pε) has a nodal
solution wε ∈W 1,p(RN )∩W 1,N (RN ), for every ε ∈ (0, ε0) and for every τ > τ∗. Moreover,
if P 1

ε is the maximum point of wε and P 2
ε is the minimum point of wε, then for i = 1, 2, we

obtain
lim
ε→0

V (P iε ) = V0.

Moreover, there are positive constants C and α such that

|wε(z)| ≤ C
[
exp

(
−α
∣∣∣∣z − P 1

ε

ε

∣∣∣∣)+ exp

(
−α
∣∣∣∣z − P 2

ε

ε

∣∣∣∣)],
for all ε ∈ (0, ε0) and for all z ∈ RN .

In Chapter 2 we prove existence and concentration results for a family of nodal solutions
for a (Pε) with subcritical growth. We also show that each nodal solution changes sign
exactly once in RN and has a exponential decay at infinity. Here we use variational methods
and Del Pino and Felmer’s technique [26] in order to overcome the lack of compactness.

We would like to quote more articles that are directly related to the arguments that
are used in this work. In [58] the author considers a strongly resonant Neumann problem
driven by a general nonhomogeneous differential operator. In [59] the author proves the
existence of at least two nontrivial solutions of a semilinear Robin problem, whose reaction
makes difficult the direct application of variational methods on the energy functional of
the problem. Then, the author passes to a suitable subspace where such techniques are
applicable, using the Lyapunov-Schmidt reduction method. Finally, in [60] the authors use
a classical variational approach based on the critical points theory to prove the existence
of at least one nontrivial weak solution of a double phase Dirichlet problem. Here the
differential operator of the problem is the sum of two r-Laplacian-type operators with
variable exponents.

For this chapter the nonlinearity f is assumed to be a C1(R) odd function satisfying

(f1)

lim
|s|→0

f ′(s)

|s|q−2
= 0.

(f2) There exists q < r < q∗ = qN
N−q such that

lim
|s|→∞

f(s)

|s|r−1
= 0.

(f3) There exists θ ∈ (γp, q∗) such that

0 < θF (s) ≤ f(s)s, for s 6= 0,

where F (s) =

∫ s

0
f(t)dt and γ > 0 was given in (0.0.1);

(f4) s 7→ f(s)

sq−1
is nondecreasing in s > 0.

Our arguments were strongly influenced by [4], [11], [12], [26], [27], [36], [52]. Below we
list what we believe that are the main contributions of our chapter.
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(i) In this work we consider a large class of quasilinear operator that includes all operators
considered in the papers above mentioned.

(ii) Since the operator considered in this paper is not linear and nonhomegenous, some
results that can be found in the papers above mentioned cannot be repeated here.
For example, Lemma 2.2.2, Lemma 2.3.3, Lemma 2.5.1 and Lemma 2.5.4.

The main result of the chapter is the following:

Theorem 2. Suppose that a, b, f and V satisfy (a1) − (a4), (b1) − (b4), (f1) − (f4)
and (V1) − (V2) respectively. Then there is ε0 > 0, such that (Pε) has a nodal solution
wε ∈ W 1,p(RN ) ∩W 1,q(RN ), for every ε ∈ (0, ε0). Moreover, if P 1

ε is the maximum point
of wε and P 2

ε is the minimum point of wε, then for i = 1, 2, we obtain

lim
ε→0

V (P iε ) = V0.

Moreover, there are positive constants C and α such that

|wε(z)| ≤ C
[
exp

(
−α
∣∣∣∣z − P 1

ε

ε

∣∣∣∣)+ exp

(
−α
∣∣∣∣z − P 2

ε

ε

∣∣∣∣)],
for all ε ∈ (0, ε0) and for all z ∈ RN .

In Chapter 3 we prove existence and concentration results for a family of positive so-
lutions for a (Pε) with critical growth. We use Mountain Pass Theorem and Del Pino
& Felmer’s arguments [26] associated to Lions’s Concentration and Compactness Princi-
ple [39] in order to overcome the lack of compactness. For this chapter the nonlinearity f
is assumed to be a C1(R) function satisfying

(f1)

lim
|s|→0

f(s)

|s|q−1
= 0.

(f2) There exists q < r < q∗ = qN
N−q such that

lim
|s|→∞

f(s)

|s|r−1
= 0.

(f3) There exists θ ∈ (γp, q∗) such that

0 < θF (s) ≤ f(s)s, for s > 0,

where F (s) =

∫ s

0
f(t)dt and γ > 0 was given in (0.0.1);

(f4) s 7→ f(s)

sq−1
is nondecreasing for s > 0.

(f5) There exist τ ∈ (q, q∗) and λ > 1

f(s) ≥ λsτ−1 ∀ s > 0.

In this chapter is strongly influenced by the articles above. Below we list what we
believe that are the main contributions of our paper.
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(i) Unlike [6], [23] and [30], we show existence and concentration result considering the
local potential introduced by Del Pino and Felmer [26].

(ii) Unlike [5], we are considering the critical nonlinearity.

(iii) Since the operator is not homogeneous, some estimates are different and more delicate
than some estimates that can be found in [26] and [51] . For example, see Lemma
3.2.4, Proposition 3.3.1, Lemma 3.3.7 and all the Lemmas of Section 3.5.

(iv) In order to overcome the lack of compactness provoked by the critical growth, it is
very common to use the Talenti’s function (see [55]) to have some control on the
minimax level, as can be seen in [20, Lemma 1.1]. The lack of homogenity of the p&q
operator does not allow to use this argument. We overcome this difficulty using the
solution of a problem in a bounded domain, as can be seen in Lemma 3.2.5.

The main result in the Chapter 3 is the following:

Theorem 3. Suppose that a, b, f and V satisfy (a1) − (a3), (b1) − (b3), (f1) − (f5) and
(V1) − (V2) respectively. Then there are ε0 > 0 and λ∗ > 1 such that (Pε) has a positive
solution wε ∈W 1,p(RN )∩W 1,q(RN ), for every ε ∈ (0, ε0) and for every λ > λ∗. In addition,
if Pε is the maximum point of wε, then

lim
ε→0

V (Pε) = V0.

Moreover, there are positive constants C and α such that

|wε(z)| ≤ C exp

(
−α
∣∣∣∣z − Pεε

∣∣∣∣),
for all ε ∈ (0, ε0) and for all z ∈ RN .

In both chapters we will use the technique used in [26], by del Pino and Felmer, and
that autonomous problem has a ground-state solution, in other words solutions related
to minimax level. Moreover, by arguments found in [6], which are related to the Moser
iteration method [43], we can prove the exponential decay to solutions find here. In chapter
1 and 3 we need to prove the existence of ground-state solution of an auxiliary problem in
bounded domain, these results are in Appendix A. The proof the technical results can be
find in Appendix B. In the Appendix C is reserved for classic results that we will not prove.

In order not to go back to the Introduction and to make the chapters independent, we
will state again, in each chapter, the main results, as well as the hypotheses on the functions
a, b, V and f.

It is worth mentioning that all chapters are in articles that have been submitted for
publication in specialized journals. The Chapter 2 was recently published in the jour-
nal Communications on Pure and Applied Analysis (see http://www.aimsciences.org/

article/doi/10.3934/cpaa.2020227)
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Notation

In this work we use the following notation:

ci and Ci with i = 0, 1, 2, ...
⇀
→
supp f
BR(z)
a.e.
|A|
A1 ⊂⊂ A2

∇u =

(
∂u

∂x1
, ...,

∂u

∂xN

)

∆u =
N∑
i=1

∂u

∂xi
= div(∇u)

∆pu = div
(
|∇u|p−2∇u

)

(possibly different) positive constants;
weak convergence;
strong convergence;
support of the function f;
open ball of radius R centered at z;
almost everywhere;
measure of the set A;
A1 strongly included in A2, i.e., A1 is com-
pact and A1 ⊂ A2;

gradient of the function u;

Laplacian of u;

p-Laplacian of u.
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Chapter 1

Existence and concentration of
nodal solutions for a critical
exponential p&N equation

In this chapter we show existence and concentration of nodal solutions of the quasilinear
problem

−div
(
a (εp|∇u|p) εp|∇u|p−2∇u

)
+ V (z)b (|u|p) |u|p−2u = f(u) in RN ,

u ∈W 1,p(RN ) ∩W 1,N (RN ),

u+ 6= 0 and u− 6= 0 in RN ,

(Pε)

where ε > 0, 1 < p < N , N ≥ 2, u+(x) := max{u(x), 0} and u−(x) := min{u(x), 0}. Notice
that, in this case we have

u = u+ + u− and |u| = u+ − u−.

We show that such solutions changing of sign exactly once.
We say that a function u ∈ W 1,p(RN ) ∩W 1,N (RN ) is nodal solution of (Pε) if u± 6= 0

in RN and∫
RN

a(εp|∇u|p)εp|∇u|p−2∇u∇v dz +

∫
RN

V (z)b(|u|p)|u|p−2uv dz =

∫
RN

f(u)v dz,

for all v ∈ W 1,p(RN ) ∩W 1,N (RN ). The hypotheses on the functions a, b, f and V are the
following:

(a1) the function a is of class C1 and there exist constants k1, k2 ≥ 0 such that

k1t
p + tN ≤ a(tp)tp ≤ k2t

p + tN , for all t > 0;

(a2) the mapping t 7→ A(tp) is convex on (0,∞), where A(t) =

∫ t

0
a(s)ds;

(a3) the mapping t 7→ a(tp)

tN−p
is nonincreasing for t > 0;

(a4) if 1 < p < 2 ≤ N the mapping t 7→ a(t) is nondecreasing for t > 0. If 2 ≤ p < N the
mapping t 7→ a(tp)tp−2 is nondecreasing for t > 0.
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As a direct consequence of (a3) we obtain that the map a and its derivative a′ satisfy

a′(t)t ≤ (N − p)
p

a(t) for all t > 0. (1.0.1)

Now if we define the function h(t) = a(t)t − N
p A(t), using (1.0.1) we can prove that the

function h is decreasing. Then, there exists a positive real constant γ ≥ N
p such that

1

γ
a(t)t ≤ A(t), for all t ≥ 0. (1.0.2)

(b1) The function b is of class C1 and there exist constants k3, k4 ≥ 0 such that

k3t
p + tN ≤ b(tp)tp ≤ k4t

p + tN , for all t > 0;

(b2) the mapping t 7→ B(tp) is convex on (0,∞), where B(t) =

∫ t

0
b(s)ds;

(b3) the mapping t 7→ b(tp)

tN−p
is nonincreasing for t > 0.

(b4) if 1 < p < 2 ≤ N the mapping t 7→ b(t) is nondecreasing for t > 0. If 2 ≤ p < N the
mapping t 7→ b(tp)tp−2 is nondecreasing for t > 0.

Using the hypothesis (b3) and arguing as (1.0.1) and (1.0.2), we also can prove that
there exists γ ≥ N

p such that

1

γ
b(t)t ≤ B(t), for all t ≥ 0. (1.0.3)

The nonlinearity f is assumed to be a C1(R) odd function with critical exponential
growth at +∞, that is, f behaves as exp(α0|t|N\N−1), for some α0 > 0. More precisely,
we assume the following growth conditions in the origin and at infinity for the function
f : R→ R of class C1:

(f1)

lim
|s|→0

f ′(s)

|s|N−2
= 0.

(f2) There exists α0 > 0 such that the function f satisfies

lim
t→∞

f(t)

exp(α|t|N/N−1)− SN−2(α, t)
= 0 for α > α0

and

lim
t→∞

f(t)

exp(α|t|N/N−1)− SN−2(α, t)
=∞ for α < α0,

where SN−2(α, t) =
N−2∑
k=0

αk

k!
|t|Nk/(N−1).

(f3) There exists θ > γp such that

0 < θF (s) ≤ f(s)s, for s 6= 0,

where F (s) =

∫ s

0
f(t)dt and γ > 0 was given in (1.0.2);
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(f4) s 7→ f(s)

sN−1
is nondecreasing in s > 0.

(f5) There exist r > N and τ > 1 such that

sgn(t)f(t) ≥ τ |t|r−1,

for all t 6= 0.

Before we give the main result, we need to put some hypotheses on the potential V ∈ C(RN ).

(V1) There is V0 > 0 such that

0 < V0 ≤ V (z), for all z ∈ RN .

(V2) There exists a bounded domain Ω ⊂ RN such that

0 < V0 = inf
z∈Ω

V (z) < inf
z∈∂Ω

V (z).

The main result is the following:
Theorem 1. Suppose that a, b, f and V satisfy (a1) − (a4), (b1) − (b4), (f1) − (f5) and
(V1) − (V2) respectively. Then, there are ε0 > 0 and τ∗ > 1 such that (Pε) has a nodal
solution wε ∈W 1,p(RN ) ∩W 1,N (RN ), for every ε ∈ (0, ε0) and for every τ > τ∗. Moreover,
if P 1

ε is the maximum point of wε and P 2
ε is the minimum point of wε, then for i = 1, 2, we

obtain
lim
ε→0

V (P iε ) = V0.

Moreover, there are positive constants C and α such that

|wε(z)| ≤ C
[
exp

(
−α
∣∣∣∣z − P 1

ε

ε

∣∣∣∣)+ exp

(
−α
∣∣∣∣z − P 2

ε

ε

∣∣∣∣)],
for all ε ∈ (0, ε0) and for all z ∈ RN .

The plan of the chapter is the following: In Section 1.1, we study an auxiliary problem
obtained by Del Pino and Felmer’s technique. In Section 1.2 and Section 1.3, we show
existence and concentration of nodal solutions of the auxiliary problem. The proof of
the main result is in Section 1.4. In Section 1.5, we show that the nodal solutions have
exponential decay. In a appendix we study a problem in bounded domain.

1.1 Variational framework and an auxiliary problem

To prove Theorem 1, we will work with the problem below, which is equivalent to (Pε) by
change variable z = εx, which is given by{

−div
(
εa (|∇u|p) |∇u|p−2∇u

)
+ V (εx)b (|u|p) |u|p−2u = f(u) in RN ,

u ∈W 1,p(RN ) ∩W 1,N (RN ),
(P̃ε)

where ε > 0, N ≥ 2 and 1 < p < N .
In this work, we use the following version of the Trudinger-Moser inequality in the whole

Euclidean space RN , which is due to do Ó [44].
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Proposition 1.1.1. If N ≥ 2, α > 0 and u ∈W 1,N (RN ), then∫
RN

[
exp(α|u|

N
N−1 )− SN−2(α, u)

]
dx <∞.

Moreover, if ‖∇u‖N
LN
≤ 1, ‖u‖LN ≤ K < ∞ and α < αN := Nω

1
N−1

N−1, then there exists a
constant C = C(N,K,α), which depends only on N, K and α, such that∫

RN

[
exp(α|u|

N
N−1 )− SN−2(α, u)

]
dx ≤ C,

where ωN−1 is the (N − 1)-dimensional measure of (N − 1) sphere.

To obtain solutions of (P̃ε), consider the following subspace of W 1,p(RN )
⋂
W 1,N (RN )

given by

Wε :=

{
v ∈W 1,p(RN ) ∩W 1,N (RN ) :

∫
RN

V (εx)b(|v|p)|v|pdx < +∞
}
,

which is a Banach space when endowed with the norm

‖u‖ = ‖u‖1,p + ‖u‖1,N ,

where

‖u‖1,m =

(∫
RN
|∇u|mdx+

∫
RN

V (εx)|u|mdx
) 1
m

, for m ≥ 1.

We first notice that, by (f1) and (f2): given ξ > 0, q ≥ 0 and α ≥ 1 there exists
Cξ, C̃ξ > 0 such that

f(s)s ≤ ξ|s|N + Cξ|s|q
[
exp(α|s|

N
N−1 )− SN−2(α, s)

]
for all s ∈ R, (1.1.1)

and

F (s) ≤ ξ

N
|s|N + C̃ξ|s|q

[
exp(α|s|

N
N−1 )− SN−2(α, s)

]
for all s ∈ R, (1.1.2)

for more details see Appendix B. Since the approach is variational, consider the energy
functional associated Jε : Wε → R given by

Jε(v) =
1

p

∫
RN

A (|∇v|p) dx+
1

p

∫
RN

V (εx)B (|v|p) dx−
∫
RN

F (v)dx.

By standard arguments, one can prove that Jε ∈ C1(Wε,R). Let θ be the number given in

(f3), and let η, β > 0 be constants satisfying β > max

{
θpγ

θ − γp
,N − 1

}
and

f(η)

|η|N−2η
=
V0

β
,

where V0 appears in (V1). Then, using the above numbers, we define the function of C1

class given by

f̃(s) =



f(s) if |s| ≤ η
2 ,

V0

β
|s|N−2s if s > η,

V0

β
|s|N−2s, if s < −η.
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Here we are defining the function f̃ in (−η,−η
2 ) and (η2 , η) such that f̃ is of class C1. Note

that by (f1) and given ξ > 0, we get

f̃ ′(s) ≤



ξ|s|N−2 < (N − 1)V0β |s|
N−2 if |s| ≤ η

2 ,

(N − 1)
V0

β
|s|N−2 if s > η,

(N − 1)
V0

β
|s|N−2, if s < −η.

(1.1.3)

We now define the function

g(z, s) := χΩ(z)f(s) + (1− χΩ(z))f̃(s),

and the auxiliary problem{
−div

(
εa (|∇u|p) |∇u|p−2∇u

)
+ V (εx)b (|u|p) |u|p−2u = g(εx, u) in RN ,

u ∈Wε,
(Pεaux)

where χΩ is the characteristic function of the set Ω. It is easy to check that (f1) − (f4)
imply that g is a Carathéodory function and for x ∈ RN , the function s → g(εx, s) is of
class C1 and satisfies the following conditions, uniformly for x ∈ RN :

lim
|s|→0

g(εx, s)

|s|N−1
= 0, (g1)

g(εx, s) ≤ f(s),∀ s > 0 and x ∈ RN , (g2)

0 < θG(εx, s) ≤ g(εx, s)s, ∀εx ∈ Ω and ∀s 6= 0, (g3)i

and

0 < NG(εx, s) ≤ g(εx, s)s ≤ 1

β
V (εx)|s|N , ∀εx 6∈ Ω and ∀s 6= 0, (g3)ii

where G(εx, s) =

∫ s

0
g(εx, t)dt.

For each x ∈ RN , the function

s→ g(εx, s)

sN−1
is nondecreasing for s > 0. (g4)

Remark 1. Note that, for z = εx, if uε is a nodal solution of (Pεaux) with |uε(z)| ≤ η
2 for

every εx ∈ RN \ Ω, then uε(x) is also a nodal solution of (Pε).

1.2 Existence of ground state nodal for the auxiliary problem

In this section we adapt some arguments found in Alves & Figueiredo [7], Alves & Soares [12]
and Bartsch, Weth & Willem [18] to establish the existence of ground state nodal solution
for problem (Pεaux).

Hereafter, let us denote by Iε the functional

Iε(v) =
1

p

∫
RN

A (|∇v|p) dx+
1

p

∫
RN

V (εx)B (|v|p) dx−
∫
RN

G(εx, v)dx,
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which is well defined for v ∈Wε and by Nε the Nehari manifold associated given by

Nε =
{
u ∈Wε : u 6= 0 and I ′ε(u)u = 0

}
.

Since g is C1, the functional Iε is of C1 class. As we are looking for nodal solutions, we
also define the following set

N±ε =
{
u ∈Wε : u± 6= 0 and I ′ε(u

±)u± = 0
}
,

where
u+(z) = max{u(z), 0} and u−(z) = min{u(z), 0}.

The main result in this section is:

Theorem 1.2.1. Let a satisfying (a1)−(a4), b satisfying (b1)−(b4), V satisfying (V1)−(V2)
and f satisfying (f1) − (f5). Then, there is τ∗ > 1 such that (Pεaux) has a nodal solution

uε ∈ Wε, for every τ > τ∗. Moreover, if P 1
ε
ε is the maximum point of uε and P 2

ε
ε is the

minimum point of uε, then for i = 1, 2, we obtain

lim
ε→0

V (P iε ) = V0.

We begin with some information on the functional Iε in Nε and in N±ε .

Lemma 1.2.2. The functional Iε satisfies the following conditions:

(i) There is C > 0 such that

Iε(u) ≥ C
[
‖u‖p1,p + ‖u‖N1,N

]
, ∀ u ∈ Nε and ∀ ε > 0.

(ii) There exists ρ > 0 such that ‖u‖ ≥ ρ for all u ∈ Nε and ‖w±‖ ≥ ρ for all w ∈ N±ε .

Proof. Since u ∈ Nε and (1.0.2), (1.0.3), (g3) hold we have that

Iε(u) = Iε(u)− 1

θ

〈
I ′ε(u), u

〉
≥
(

1

pγ
− 1

θ

) ∫
RN

a(|∇u|p)|∇u|p dx

+

(
1

pγ
− 1

θ

) ∫
RN

V (εx)b(|u|p)|u|p dx+
1

θ

∫
RN\Ωε

[g(εx, u)u− θG(εx, u)] dx,

which implies, from (a1), (b1) and (g3)ii, that

Iε(u) ≥
(

1

pγ
− 1

θ

) ∫
RN

[k1|∇u|p + |∇u|N ] dx

+

(
1

pγ
− 1

θ

) ∫
RN

V (εx)[k3|u|p + |u|N ]] dx− 1

β

∫
RN

[|∇u|N + V (εx)|u|N ] dx.

Then the item (i) holds because β >
θpγ

θ − γp
.

In order to prove (ii). Suppose by contradiction that there is a sequence (un) in Nε
such that un → 0 in Wε. Then, from (a1), (b1) and (1.1.1), there exists C1 > 0 such that

C1[‖un‖p1,p + ‖un‖N1,N ] ≤ ξ
∫
RN

|un|N dx+ Cξ

∫
RN

|un|q
[
exp

(
α|un|N/N−1

)
− SN−2(α, un)

]
dx

≤ ξ‖un‖N1,p + Cξ

∫
RN

|un|q
[
exp

(
α|un|N/N−1

)
− SN−2(α, un)

]
dx.
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By Holder’s Inequality with s′, s > 1, Sobolev embeddings and Proposition 1.1.1, there are
C2, C3 > 0 such that

C2[‖un‖p1,p + ‖un‖N1,N ]

≤ ‖un‖qLqs′ (RN )

 ∫
RN

[
exp

(
sα‖un‖N/N−1

(
|un|
‖un‖

)N/N−1
)
− SN−2 (sα, un)

]
dx

1/s

≤ C3‖un‖q.

Then, there exists C4 > 0 such that C4 ≤ ‖un‖q−N . But the last inequality is impossible
for q > N . Therefore, since N±ε ⊂ Nε, the second item is proved.

From Lemma 1.2.2 is well defined the real number

dε = inf
N±ε

Iε. (1.2.1)

Moreover, from [17, Lemma 4.2, Lemma 4.3], for u ∈ Wε with u± 6= 0, there exist unique
t, s > 0 such that tu+ + su− ∈ N±ε . At this point, we can finally prove the existence of
u ∈ N±ε in which the infimum of Iε is attained on N±ε .

Now we consider the problem{
−k2∆pu−∆Nu+ V∞(k4|u|p−2u+ |u|N−2u) = |u|r in Ω,

u ∈W 1,N
0 (Ω),

(Pr)

where r is the constant which appears in the hypothesis (f5) and V∞ is a positive constant.
We have associated to problem (Pr) the functional Ir : W 1,N

0 (Ω)→ R, given by

Ir(u) =
1

p

∫
Ω

[k2|∇u|p + V∞k4|u|p] dx+
1

N

∫
Ω

[
|∇u|N + V∞|u|N

]
dx− 1

r

∫
Ω

|u|rdx

and the Nehari manifold

Nr = {u ∈W 1,N
0 (Ω) : u 6= 0 and I ′r(u)u = 0}

and the set
N±r = {u ∈W 1,N

0 (Ω) : u± 6= 0 and I ′r(u
±)u± = 0}.

From Appendix A, there exists wr ∈ N±r such that

Ir(wr) = cr and I ′r(w
±
r ) = 0,

where

cr = inf
N±r

Ir. (1.2.2)

Moreover,

cr ≥
(
r −N
rN

)∫
Ω

|wr|rdx, (1.2.3)

Lemma 1.2.3. The value dε := inf
N±ε

Iε satisfies

dε ≤
[

r − p
pτp/(r−p)

]
crN

(r −N)
.
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Proof. Note that by the hypotheses (a1), (b1) and (f5), we have∫
RN

a(|∇w±r |p)|∇w±r |pdx+

∫
RN

V (εx)b(|w±r |p)|w±r |pdx ≤
∫
Ω

[
k2|∇w±r |p + V∞k4|w±r |p

]
dx

+

∫
Ω

[
|∇w±r |N + V∞|w±r |N

]
dx =

∫
Ω

|w±r |rdx ≤
∫
Ω

f(w±r )w±r dx ≤
∫
RN

g(εx, w±r )w±r dx,

where V∞ := max
x∈Ω

V (x). This inequality implies that I ′ε(w
±
r )w±r ≤ 0, then there exist

t, s ∈ (0, 1) such that tw+
r + sw−r ∈ N±ε . Using (a1), (b1), (g3) and (f5), we obtain

dε ≤ Iε(tw+
r + sw−r ) ≤ tp

p

∫
Ω

[
k2|∇w+

r |p + V∞k4|w+
r |p
]
dx

+
sp

p

∫
Ω

[
k2|∇w−r |p + V∞k4|w−r |p

]
dx+

tN

N

∫
Ω

[
|∇w+

r |N + V∞|w+
r |N

]
dx

+
sN

N

∫
Ω

[
|∇w−r |N + V∞|w−r |N

]
dx− τ

r
tr
∫
Ω

|w+
r |rdx−

τ

r
sr
∫
Ω

|w−r |rdx.

Since t, s ∈ (0, 1), p < N and I ′r(w
±
r )w±r = 0, we get

dε ≤ Iε(tw
+
r + sw−r ) ≤ tp

p

∫
Ω

[
k2|∇w+

r |p + V∞k4|w+
r |p
]
dx

+
sp

p

∫
Ω

[
k2|∇w−r |p + V∞k4|w−r |p

]
dx+

tp

p

∫
Ω

[
|∇w+

r |N + V∞|w+
r |N

]
dx

+
sp

p

∫
Ω

[
|∇w−r |N + V∞|w−r |N

]
dx− τ

r
tr
∫
Ω

|w+
r |rdx−

τ

r
sr
∫
Ω

|w−r |rdx

≤
[
tp

p
− τ t

r

r

] ∫
Ω

|w+
r |rdx+

[
sp

p
− τ s

r

r

] ∫
Ω

|w−r |rdx

≤ max
s≥0

[
sp

p
− τ s

r

r

] ∫
Ω

|wr|rdx.

Using (1.2.3) and by some straight forward algebric manipulations, we have

dε ≤ max
s≥0

[
sp

p
− τ s

r

r

]
crNr

(r −N)
=

[
r − p

pτp/(r−p)

]
crN

(r −N)

and the result follows.

Since τ is the parameter which appears in the hypothesis (f5) we have that following
result.

Lemma 1.2.4. Let (un) ⊂ N±ε be a minimizing sequence for dε, then there exists τ∗ > 1
such that

lim sup
n→∞

‖un‖N/N−1 ≤ αN
4α0

if τ > τ∗.

Proof. First notice that by (a1), (b1), (1.0.2), (1.0.3), (g3)i and (g3)ii, we obtain

dε = Iε(un)− 1

θ
I ′ε(un)un + on(1)

≥
(

1

pγ
− 1

θ
− 1

β

)
min{1, k1, k3}

[
‖un‖p1,p + ‖un‖N1,N

]
+ on(1).
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Using the estimate on the value dε obtained in Lemma 1.2.3, we get

‖un‖p1,p + ‖un‖N1,N ≤
[

r − p
prτp/(r−p)

]
crNr

(r −N)

[(
1

pγ
− 1

θ
− 1

β

)
min{1, k1, k3}

]−1

+ on(1).

Setting

τ∗ := max

1,

[
(r − p)
(r −N)

crN

p

]r−p/p
[(

1

pγ
− 1

θ
− 1

β

)
min{1, k1, k3}min

{
1,

[
αN

2
3N−2
N−1 α0

]N−1}]p−r/p
 .

Therefore, if τ > τ∗, we can conclude that

1

2N
‖un‖N ≤ ‖un‖N1,p + ‖un‖N1,N ≤ ‖un‖

p
1,p + ‖un‖N1,N ≤ min

{
1,

[
αN

2
3N−2
N−1 α0

]N−1}
+on(1).

The last inequality implies

1

2N
‖un‖N ≤

[
αN

2
3N−2
N−1 α0

]N−1

+on(1),

since N ≥ 2 this completes the proof.

Lemma 1.2.5. If (un) ⊂ N±ε is a minimizing sequence for dε, then there exists s′ > 1 such
that

lim inf
n→∞

∫
Ωε

|u±n |qs
′
dx > 0.

Proof. We know from (a1), (b1) and (1.1.1) that there exists a constant C1 > 0 such that

C1[‖un‖p1,p + ‖un‖N1,N ] ≤ Cξ
∫
Ωε

|un|q
[
exp

(
α|un|N/N−1

)
− SN−2(α, un)

]
dx.

Using Lemma 1.2.4, Proposition 1.1.1, α = 3α0 and choosing s > 1 close to 1 we obtain a
positive constant C2 > 0 such that ∫

RN

[
exp

(
sα‖un‖N/N−1

(
|un|
‖un‖

)N/N−1
)
− SN−2

(
sα‖un‖N/N−1,

un
‖un‖

)]
dx

1/s

≤ C2.

Therefore, by Sobolev embeddings, Holder’s Inequality with s′, s > 1 for s close to 1 and
(1.1.1), we deduce that

C1[‖un‖p1,p + ‖un‖N1,N ] ≤ C2

 ∫
Ωε

|un|qs
′
dx

 1
s′

+ on(1).

Consequently, using Lemma 1.2.2 the result follows.
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Existence of nodal solution for the auxiliary problem

We are going to show that the infimum of Iε on N±ε is attained by some uε ∈ Nε, considering
the cases 2 ≤ p < N and 1 < p < 2 ≤ N .

Lemma 1.2.6. If 2 ≤ p < N , then the functional Iε is sequentially weakly lower semicon-
tinous in Wε. Moreover, the level dε is attained for some uε which is a nodal solution for
problem (Pεaux)

Proof. Firstly we prove that the functional Iε is sequentially weakly lower semicontinous in
Wε. For this let us consider (un) ⊂Wε such that un ⇀ u in Wε and Ωε := ε−1Ω. From (a2)
and (b2) it follows that ∫

Ωε

A(|∇u|p) dx ≤ lim inf
n→+∞

∫
Ωε

A(|∇un|p) dx, (1.2.4)

∫
Ωε

V (εx)B(|u|p) dx ≤ lim inf
n→+∞

∫
Ωε

V (εx)B(|un|p) dx. (1.2.5)

Moreover, by Sobolev embeddings, we get∫
Ωε

F (u) dx = lim
n→+∞

∫
Ωε

F (un) dx. (1.2.6)

Now we are going to prove that

Iε,RN\Ωε(v) :=
1

p

∫
RN\Ωε

(A(|∇v|p) + V (εx)B(|v|p)vp) dx−
∫
RN\Ωε

F̃ (v)

is a strictly convex functional in Wε(RN\Ωε), where F̃ (s) =

s∫
0

f̃(t)dt.

Observe that Iε
′′(v)(w,w) is well-defined for v, w ∈ Wε(RN ), for 2 ≤ p < N . Then, for

v, w ∈Wε(RN\Ωε), w 6= 0, we have

Iε,RN\Ωε
′′(v)(w,w) = p

∫
RN\Ωε

a′(|∇v|p)|∇v|2p−4(∇v∇w)2dx

+ (p− 2)

∫
RN\Ωε

a(|∇v|p)|∇v|p−4(∇v∇w)2dx

+

∫
RN\Ωε

a(|∇v|p)|∇v|p−2|∇w|2dx

+ p

∫
RN\Ωε

V (εx)b′(|v|p)|v|2p−4(vw)2dx

+ (p− 2)

∫
RN\Ωε

V (εx)b(|v|p)|v|p−4(vw)2dx

+

∫
RN\Ωε

V (εx)b(|v|p)|v|p−2|w|2dx−
∫
RN\Ωε

f̃ ′(v)w2dx.

Using (2.1.1), (a4) and (b4), we deduce that

I ′′ε,RN\Ωε(v)(w,w) ≥
∫
RN\Ωε

a(|∇v|p)|∇v|p−2|∇w|2dx+

∫
RN\Ωε

V (εx)b(|v|p)|v|p−2|w|2dx

− N − 1

β

∫
RN\Ωε

V0|v|N−2w2dx.
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Since we also have β > N − 1, we finally get to I ′′
ε,RN\Ωε(v)(w,w) > 0. By convex analysis

it follows that Iε,RN\Ωε is weakly lower semicontinuous.
From Lemma 1.2.2, there exists a bounded minimizing sequence (un) in N±ε for dε and

Iε is coercive on N±ε . Hence, there exist v, u1, u2 ∈Wε such that

un ⇀ v, u+
n ⇀ u1, u−n ⇀ u2 in Wε.

Since the transformations v → v+ and v → v− are continuous from Lr(RN ) in Lr(RN ) (see
Lemma 2.3 in [22] with suitable adaptations), we have that v+ = u1 ≥ 0 and v− = u2 ≤ 0.
By the Lemma 1.2.5, we conclude that v± 6= 0, and therefore v = v+ + v− is sign-changing,
this implies that there exist t, s > 0 such that uε = tv+ + sv− ∈ N±ε . we have the
uε = tv+ + sv− ∈ N±ε . Moreover, there exists a unique pair (tv, sv) of positive constants
such that

Iε(tvv
+ + svv

−) = max
t,s>0

Iε(tv
+ + sv−).

Since Iε is sequentially weakly lower semicontinous in Wε and (un) in N±ε , we have

dε ≤ Iε(uε) = Iε(tv
+ + sv−) ≤ lim inf

n→+∞
Iε(tu

+
n + su−n )

≤ lim sup
n→+∞

Iε(tu
+
n + su−n ) ≤ lim

n→+∞
Iε(u

+
n + u−n ) = lim

n→+∞
Iε(un) = dε.

Lemma 1.2.7. For 1 < p < 2 ≤ N , the level dε is attained for some uε ∈ N±ε . Moreover,
uε is a nodal solution for problem (Pεaux).

Proof. From Lemma 1.2.2, there exists a bounded minimizing sequence (un) in N±ε for dε
and Iε is coercive on N±ε . Hence, there exist v, u1, u2 ∈Wε such that

un ⇀ v, u+
n ⇀ u1, u−n ⇀ u2 in Wε.

Since the transformations v → v+ and v → v− are continuous from Lr(RN ) in Lr(RN ) (see
Lemma 2.3 in [22] with suitable adaptations), we have that v+ = u1 ≥ 0 and v− = u2 ≤ 0.
By the Lemma 1.2.5, we conclude that v± 6= 0, and therefore v = v+ + v− is sign-changing,
this implies that there exist t, s > 0 such that uε = tv+ + sv− ∈ N±ε . we have the
uε = tv+ + sv− ∈ N±ε .

On the order hand, using Sobolev embedding, we have

lim
n→+∞

∫
Ωε

f(u±n )u±n dx =

∫
Ωε

f(v±)v±dx.

Then, using Fatou’s Lemma and (g3)ii we obtain that∫
RN

[
a(|∇v±|p)|∇v±|p + V (εx)b(|v±|p)|v±|p

]
dx ≤

∫
RN

g(εx, v±)v±dx,

that is, I ′ε(v
±)v± ≤ 0. Thus, t, s ∈ (0, 1].

Now, let us observe that assumptions (a3), (b3) and (g4) imply the following monotonic-
ity conditions:

t 7−→ 1

p
A(t)− 1

N
a(t)t is increasing for t ∈ (0,+∞),

t 7−→ 1

p
B(t)− 1

N
b(t)t is increasing for t ∈ (0,+∞),

t 7−→ 1

N
g(εx, t)t−G(εx, t) is increasing for t ∈ (0,+∞),
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Hence,

Iε(tv
+) ≤

∫
RN

(
1

p
A(|∇(tv+)|p)− 1

N
a(|∇(tv+)|p)|∇(tv+)|p

)
dx

+

∫
RN

V (εx)

(
1

p
B(|tv+|p)− 1

N
b(|tv+|p)|tv+|p

)
dx

+

∫
RN

(
1

N
g(εx, tv+)tv+ −G(εx, tv+)

)
dx

≤ lim inf
n→+∞

 ∫
RN

(
1

p
A(|∇u+

n |p)−
1

N
a(|∇u+

n |p)|∇u+
n |p
)
dx

+

∫
RN

V (εx)

(
1

p
B(|u+

n |p)−
1

N
b(|u+

n |p)|u+
n |p
)
dx

+

∫
RN

(
1

N
g(εx, u+

n )u+
n −G(εx, u+

n )

)
dx

 = lim inf
n→+∞

Iε(u
+
n ).

Using the same arguments as above one can immediately prove that Iε(sv
−) ≤ Iε(v

−).
Then, using that g is and odd function and uε ∈ N±ε , it follows that

dε ≤ Iε(uε) = Iε(tv
+) + Iε(sv

−) ≤ lim inf
n→+∞

Iε(un) = dε.

Remark 2. Note that Lemma 1.2.7 is true for all 1 < p < N , however the arguments used
in Lemma 1.2.6 are new for nonhomogeneous operators.

Proof of Theorem 1.2.1

Proof. The existence follows by Lemma 1.2.6 and Lemma 1.2.7. The proof that I ′ε(uε) = 0
and that uε has exactly two nodal domains or equivalently it changes sign exactly once can
be seen in [17, pages 1230-1232].

1.3 Concentration results

In order to prove the concentration result, we consider the limit problem
−div

(
a(|∇u|p)|∇u|p−2∇u

)
+ V0b(|u|p)|u|p−2u = f(u) in RN

u ∈W 1,p(RN ) ∩W 1,N (RN )
(PL)

which the functional associated IV0 is given by

IV0(u) =
1

p

∫
RN

[A(|∇u|p) + V0B(|u|p)]dx−
∫
RN

F (u)dx,
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and by the corresponding Nehari manifold is given by

NV0 = {u ∈W 1,p(RN ) ∩W 1,N (RN )\{0}; I ′V0(u)u = 0}.

We also define
cV0 = inf

NV0
IV0 .

We define the Palais-Smale compactness condition. We say that a sequence
(un) ⊂W 1,p(RN )∩W 1,N (RN ) is a Palais-Smale sequence at level cV0 for the functional IV0
if

IV0(un)→ cV0

and
‖I ′V0(un)‖ → 0 in (W 1,p(RN ) ∩W 1,N (RN ))′.

If every Palais-Smale sequence for IV0 has a converging subsequence inW 1,p(RN )∩W 1,N (RN ),
then one says that IV0 satisfies the Palais-Smale condition ((PS)cV0 for short).

The next result shows that problem (PL) has a solution that reaches cV0 .

Lemma 1.3.1. (A Compactness Lemma) Let (un) ⊂ NV0 be a sequence satisfying IV0(un)→
cV0. Then there exists a sequence (ỹn) ⊂ RN such that (vn) has a convergent subsequence in
W 1,p(RN )∩W 1,N (RN ), where vn(x) := un(x+ ỹn). In particular, there exists a minimizer
for cV0.

Proof. Applying Ekeland’s Variational Principle (see Theorem 8.5 in [62]), we may suppose
that (un) is a (PS)cV0 for IV0 . From Lemma [6, Lemma 2.3] we can assume that, up to a

subsequence, un ⇀ u weakly in W 1,p(RN ) ∩W 1,N (RN ) and I ′V0(u) = 0.
If u 6= 0, then u is a ground state solution of the limit problem (PV0), that is, IV0(u) =

cV0 . In fact, using arguments found in [6, Lemma 2.3], we have that

∇un(x)→ ∇u(x) a.e in RN and I ′V0(u) = 0. (1.3.1)

Then, by (1.0.2), (1.0.3) and the Fatou’s Lemma,

0 ≤ 1

p

∫
RN

[A(|∇u|p) + V0B(|u|p)] dx− 1

θ

∫
RN

[a(|∇u|p)|∇u|p + V0B(|u|p)|u|p] dx

≤ lim inf
n→+∞

1

p

∫
RN

[A(|∇un|p) + V0B(|un|p)] dx

−1

θ

∫
RN

[a(|∇un|p)|∇un|p + V0B(|un|p)|un|p] dx


Hence, if u ∈ NV0 ,

cV0 ≤ IV0(u)− 1

θ
I ′V0(u)u ≤ lim inf

n→+∞

[
IV0(un)− 1

θ
I ′V0(un)un

]
= lim

n→+∞
IV0(un) = cV0 .

By (1.3.1), (a1), (b1) and Lebesgue’s theorem we conclude that un → u in W 1,p(RN ) ∩
W 1,N (RN ). Consequently, IV0(u) = c0 and the sequence (ỹn) is the sequence null.
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If u ≡ 0, then in this case we cannot have un → u strongly in W 1,p(RN ) ∩W 1,N (RN )
because cV0 > 0. Hence, using [6, Proposition 2.1], there exists a sequence (ỹn) ⊂ RN such
that

vn ⇀ v in W 1,p(RN ) ∩W 1,N (RN ),

where vn(x) := un(x + ỹn). Therefore, vn is also a (PS)cV0 sequence for IV0 and v 6≡ 0.
It follows from the above arguments that, up to a subsequence, (vn) converges strongly in
W 1,p(RN ) ∩W 1,N (RN ) and the proof is complete.

Proposition 1.3.2. Let εn → 0 and (un) ⊂ Nεn be such that Iεn(un)→ cV0. Then there ex-
ists a sequence (ỹn) ⊂ RN such that (vn) has a convergent subsequence in
W 1,p(RN ) ∩ W 1,N (RN ), where vn(x) := un(x + ỹn). Moreover, up to a subsequence,
yn → y ∈ Ω, where yn := εnỹn.

Proof. Since cV0 > 0, from Lemma [8, Proposition 5], there exist a sequence (ỹn) ⊂ RN and

constants R and β̃ such that

lim inf
n→∞

∫
BR(ỹn)

| un |N≥ β̃ > 0,

and then, up to a subsequence, vn ⇀ v 6≡ 0 in W 1,p(RN ) ∩W 1,N (RN ). Let tn > 0 be such
that ṽn = tnvn ∈ NV0 then, since vn ∈ Nεn we obtain

cV0 ≤ IV0(ṽn) ≤ Iεn(ṽn) ≤ Iεn(vn) = Iεn(un) = cV0 + on(1), (1.3.2)

which implies that
IV0(ṽn)→ cV0 .

From (1.3.2) and since (vn) is bounded in W 1,p(RN ) ∩W 1,N (RN ), we obtain that (tn) is
bounded. As a consequence, the sequence (ṽn) is also bounded in W 1,p(RN ) ∩W 1,N (RN )
which implies, up to a subsequence, ṽn ⇀ ṽ weakly in W 1,p(RN ) ∩W 1,N (RN ). We can
assume that tn → t0 > 0, and this limit implies that ṽ 6≡ 0. From Lemma 1.3.1, ṽn → ṽ in
W 1,p(RN ) ∩W 1,N (RN ), and so vn → v in W 1,p(RN ) ∩W 1,N (RN ).

To conclude the proof of this proposition, we consider yn := εnỹn. Our goal is to show
that (yn) has a subsequence, still denoted by (yn), satisfying yn → y for y ∈ Ω. First of
all, we claim that (yn) is bounded. Indeed, suppose that there exists a subsequence, still
denote by (yn), verifying |yn| → ∞. From (a1), (b1) and (V1) we have∫

RN

[
k1|∇vn|p + |∇vn|N

]
dx+ V0

∫
RN

[
k3|vn|p + |vn|N

]
dx ≤

∫
RN

g(εnx+ yn, vn)vndx.

Fix R > 0 such that BR(0) ⊃ Ω and let XBR(0) be the characteristic function of BR(0).

Since XBR(0)(εx + yn) = on(1) for all x ∈ BR(0) and vn → v in W 1,p(RN ) ∩W 1,N (RN ),
then ∫

RN

XBR(0)(εx+ yn)g(εx+ yn, vn)vndx = on(1).

By definition of f̃ we obtain that∫
RN

[
k1|∇vn|p + |∇vn|N

]
dx+ V0

∫
RN

[
k3|vn|p + |vn|N

]
dx ≤

∫
RN\BR(0)

f̃(vn)vndx+ on(1)

≤ V0

β

∫
RN

|vn|Ndx+ on(1).
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It follows that vn → 0 in W 1,p(RN ) ∩W 1,N (RN ), obtain this way a contradiction because
cV0 > 0. Hence (yn) is bounded and, up to a subsequence,

yn → y ∈ RN .

Arguing as above, if y 6∈ Ω we will obtain again vn → 0 in W 1,p(RN ) ∩W 1,N (RN ), and
then y ∈ Ω. Now if V (y) = V0, we have y 6∈ ∂Ω and consequently y ∈ Ω. Suppose by
contradiction that V (y) > V0, then

cV0 = IV0(ṽ) <
1

p

∫
RN

A(|∇ṽ|p)dx+
1

p

∫
RN

V (y)B(|ṽ|p)dx−
∫
RN

F (ṽ)dx.

Using the fact that ṽn → ṽ in W 1,p(RN )∩W 1,N (RN ), from Fatou’s Lemma we obtain that

cV0 < lim inf
n→∞

[
1

p

∫
RN

A(|∇ṽn|p)dx+
1

p

∫
RN

V (εnx+ yn)B(|ṽn|p)dx−
∫
RN

F (ṽn)dx

]
.

Therefore, since (un) ∈ Nεn ,

cV0 < lim inf
n→∞

Iεn(tnun) ≤ lim inf
n→∞

Iεn(un) = cV0 ,

obtaining a contradiction.

Lemma 1.3.3. Let (εn) be a sequence such that εn → 0 and for each n ∈ N, let (un) ⊂ N±εn
be a nodal solution of problem (Pεaux) such that Iεn(u±n ) → cV0. Then (vi,n) converges
uniformly on compacts of RN , where v1,n(x) := u+

n (x + ỹ1,n) and v2,n(x) := u−n (x + ỹ2,n).
Moreover, given ξ > 0, there exist R > 0 and n0 ∈ N such that

‖vi,n‖L∞(RN\BR(0)) < ξ for all n ≥ n0 and i = 1, 2,

where (ỹ1,n) and (ỹ2,n) were given in Proposition 1.3.2.

Proof. Adapting some arguments explored in [6, Lemma 5.5], we have that the sequences
(v1,n) and (v2,n) are bounded in L∞(RN ) and there exist R > 0 and n0 ∈ N such that

‖vi,n‖L∞(RN\BR(0)) < ξ, for all n ≥ n0 and i = 1, 2.

Then, for any bounded domain Ω′ ⊂ RN , from (g1) and (g2) and continuity of V there
exists C > 0 such that

|V (εnx)|un|p−1 − g(εnx, un)| ≤ C, for all n ∈ N.

Hence,
|V (εnx)|un|p−1 − g(εnx, un)| ≤ C + |∇un|p, for all n ∈ N.

Considering Ψ(x) = C, we get that Ψ ∈ Lt(Ω′) with t > p
p−1N . From [28, Theorem 1], we

have
|∇un| ∈ L∞loc(RN )

Therefore, for all compact K ⊂ Ω′ there exists a constant C0 > 0, dependent only on C,N, p
and dist(K, ∂Ω′) such that

‖∇un‖∞,K ≤ C0.

Then,
|un|C0,ν

loc (RN )
≤ C, for all n ∈ N and 0 < ν < 1.

From Schauder’s embedding, (un) has a subsequence convergent in C0,ν
loc (RN ).
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Lemma 1.3.4. Given ε > 0, the nodal solution uε of problem (Pεaux) satisfies

lim
ε→0

Iε(uε) = 2cV0 .

As a consequence
lim
ε→0

Iε(u
+
ε ) = cV0 and lim

ε→0
Iε(u

−
ε ) = cV0 .

Proof. Consider z0 ∈ Ω such that V (z0) = V0. Let us now consider R > 0 and set
Q1, Q2 ∈ ∂BR(z0) such that |Q1 − Q2| = 2R. If necessary, take R small enough such
that B(Qi, R/4) ⊂ Ω. Taking ψi : RN → R such that ψi ≡ 1 in B(Qi, R/4) and ψi ≡ 0 in
RN\B(Qi, R/2).

For i = 1, 2, let wi ∈ W 1,p(RN ) ∩W 1,N (RN ) be a ground-state positive solution (see
Lemma 1.3.1) of the problem

−div(a(|∇u|p)|∇u|p−2∇u) + V (Qi)b(|u|p)(|u|p−2u) = f(u) in RN

which satisfies
CV (Qi) = IV (Qi)(wi) = inf

v∈W0\0
sup
t≥0

IV (Qi)(tv),

where

IV (Qi)(v) =
1

p

∫
RN

[A(|∇v|p) + V (Qi)B(|v|p)] dx−
∫
RN

Gε(εx, v)dx.

Then, we consider the function wε,Qi : RN → R be given by

wε,Qi(x) := ψi(εx)wi

(
x− Qi

ε

)
∈Wε

and tε,i > 0, such that tε,iwε,Qi ∈ Nε. By the construction, we have

wε := tε,1wε,Q1 − tε,2wε,Q2 ∈ N±ε .

By supp(wε,Q1) ∩ supp(wε,Q2) = ∅, once B(Q1, R) ∩B(Q2, R) = ∅, and wi, for i = 1, 2, are
positive solutions then

supp(w+
ε ) ∩ supp(w−ε ) = ∅, w+

ε = tε,1wε,Q1 and w−ε = −tε,Q2wε,Q2 .

Then
Iε(wε) = Iε(w

+
ε ) + Iε(w

−
ε ) and I ′ε(w

±
ε )w±ε = 0.

Hence
Iε(uε) ≤ Iε(wε) = Iε(w

+
ε ) + Iε(w

−
ε ). (1.3.3)

Therefore, with a direct computation we have

Iε(uε) ≤ Iε(wε) = Iε(w
+
ε ) + Iε(w

−
ε ) = cV (Q1) + cV (Q2) + oε(1).

Finally, taking R → 0 in the last inequality and using the continuity of the minimax
function (see [13], [51]) we get

lim sup
ε→0

Iε(uε) ≤ 2cV0 .
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Now let t±ε > 0 be such that t±ε u
±
ε ∈ NV0 . Then,

2cV0 ≤ IV0(t+ε u
+
ε ) + IV0(t−ε u

−
ε ) ≤ Iε(t+ε u+

ε ) + Iε(t
−
ε u
−
ε ) ≤ Iε(u+

ε ) + Iε(u
−
ε ) = Iε(uε).

Hence we have proved that
lim
ε→0

Iε(uε) = 2cV0 .

On the other hand, we know that cV0 ≤ IV0(t±ε u
±
ε ) ≤ Iε(t±ε u±ε ) ≤ Iε(u±ε ). Therefore,

cV0 ≤ lim inf
ε→0

Iε(u
±
ε ).

Assume by contradiction that at least one inequality is strict, then arguing as above we
obtain

2cV0 < lim inf
ε→0

(
Iε(u

+
ε ) + Iε(u

−
ε )
)

= Iε(uε) = 2cV0 .

Lemma 1.3.5. Let (εn) be a sequence such that εn → 0 and for each n ∈ N, let (un) ⊂ N±εn
be a solution of problem (Pεaux). Then, there are δ∗ > 0 and n0 ∈ N such that for v1,n(x) :=
u+
n (x+ ỹ1,n) and v2,n(x) := u−n (x+ ỹ2,n), we have

v1,n(x) ≥ δ∗, for all x ∈ BR(0) and n ≥ n0

and
v2,n(x) ≤ −δ∗, for all x ∈ BR(0) and n ≥ n0,

where R > 0, (ỹ1,n) and (ỹ2,n) were given in Proposition 1.3.2.

Proof. Suppose by contradiction that ‖vi,n‖L∞(RN\BR(0)) → 0, for i = 1 or i = 2. Then by
Lemma 1.3.3, we have ‖vi,n‖L∞(RN ) → 0. It follows from (f1) that

|f(vi,n)| ≤ V0

2
|vi,n|N−1 for n sufficient large. (1.3.4)

Thus, ∫
RN

a(|∇vi,n|p)|∇vi,n|pdx +

∫
RN

V (εnx+ yi,n)b(|vi,n|p)|vi,n|pdx

=

∫
RN

f(vi,n)vi,ndx+ on(1)

≤ V0

2

∫
RN
|vi,n|Ndx+ on(1),

which implies from (a1) and (b1) that,

‖u±n ‖Wεn
→ 0,

which is a contradiction with Lemma 1.3.4.

We are now ready to show the concentration result.

Lemma 1.3.6. If P 1
ε
ε is the maximum point of uε and P 2

ε
ε is the minimum point of uε, then

lim
ε→0

V (P iε ) = V0 for i = 1, 2.
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Proof. We first notice that using Lemma 1.3.5 there exist δ∗ > 0 and n0 ∈ N such that

v1,n(q1
n) := max

z∈RN
v1,n(z) = u+

n (q1
n + ỹ1,n) ≥ u+

n (x) ≥ δ∗, for all n ≥ n0, for all x ∈ BR(0)

and

v2,n(q2
n) := min

z∈RN
v2,n(z) = u−n (q2

n+ ỹ2,n) ≤ u−n (x) ≤ −δ∗, for all n ≥ n0, for all x ∈ BR(0).

We claim that qin, i = 1, 2 is bounded, otherwise using Lemma 1.3.3 and 1.3.5, there exists
R∗ > 0 such that ‖vi,n‖L∞(RN\BR∗ ) ≤ δ∗

2 , which implies that |vi,n(qin)| ≤ δ∗

2 , where we

obtain a contradiction. Then, P iεn = εnq
i
n + yi,n implies

lim
n→+∞

P iεn = lim
n→+∞

yi,n = yi ∈ Ω.

Hence from continuity of V it follows that

lim
n→+∞

V (P iεn) = V (yi) ≥ V0.

We claim that V (yi) = V0. Indeed, suppose by contradiction that V (yi) > V0. Using the
same arguments of Proposition 1.3.2, we have that ṽi,n → ṽi in W 1,p(RN )∩W 1,N (RN ) and

cV0 = IV0(ṽi) <
1

p

∫
RN

A(|∇ṽi|p)dx+
1

p

∫
RN

V (yi)B(|ṽi|p)dx−
∫
RN

F (ṽi)dx.

Using that ṽi,n → ṽi in W 1,p(RN ) ∩W 1,N (RN ) and from Fatou’s Lemma, we obtain

cV0 < lim inf
n→∞

1

p

∫
RN

A(|∇ṽi,n|p)dx+
1

p

∫
RN

V (εnx+ yi,n)B(|ṽi,n|p)dx−
∫
RN

F (ṽi,n)dx

 ,
and therefore

cV0 < lim inf
n→∞

Iεn(ti,nu
±
n ) ≤ lim inf

n→∞
Iεn(u±n ) = cV0 .

This contradiction shows that V (yi) = V0 for i = 1, 2.

Lemma 1.3.7. Let {εn} be a sequence of positive number such that εn → 0 as n→∞ and
let (xn) ⊂ Ωεn be a sequence such that u+

εn(xn) ≥ Υ > 0 or u−εn(xn) ≤ −Υ < 0 for each
n ∈ N and for some Υ positive constant, where uεn is a solution of (Pεaux).Then,

lim
n→∞

V (xn) = V0

where xn = εnxn.

Proof. Up to a subsequence,

xn → x ∈ Ω.

From Lemma 1.3.4 we have that u+
εn ∈ Nεn ,

Iεn(u+
εn)→ cV0 ,

and there exists a positive constants such that

‖u+
εn‖ ≤ C, ∀ n ∈ N and for some C > 0.

36



Setting vn(z) := u+
εn(z + xn), we have ‖vn‖ ≤ C and vn ⇀ v in W 1,p(RN ) ∩W 1,N (RN ).

Recalling that

vn(0) = u+
εn(xn) ≥ Υ > 0,

we conclude that v 6≡ 0.
Fix tn > 0 verifying ṽn = tnvn ∈ NV0 , for each n ∈ N. Hence

cV0 ≤ IV0(ṽn) ≤ Iεn(tnvn) ≤ Iεn(vn) = Iεn(u+
n ) = cV0 + on(1).

Thus IV0(ṽn)→ cV0 with {ṽn} ⊂ NV0 . By Lemma 1.3.1, we have

ṽn → ṽ in W 1,p(RN ) ∩W 1,N (RN ) and IV0(ṽ) = cV0 . (1.3.5)

Since v 6= 0, by Lemma 1.3.1 we have yn = 0, for n ∈ N. Moreover, recalling that V is
continuous, we have

lim
n→∞

V (xn) = V (x).

We claim that V (x) = V0. Indeed, suppose by contradiction that V (x) > V0, then

cV0 = IV0(ṽ) <
1

p

∫
RN

A(|∇ṽ|p)dx+
1

p

∫
RN

V (x)B(|ṽ|p)dx−
∫
RN

F (ṽ)dx

and by (1.3.5) and Fatou’s Lemma

cV0 < lim inf
n→∞

[
1

p

∫
RN

A(|∇ṽn|p)dx+
1

p

∫
RN

V (εnx+ xn)B(|ṽn|p)dx−
∫
RN

F (ṽn)dx

]
≤ lim inf

n→∞

[
1

p

∫
RN

A(|∇tnvn|p)dx+
1

p

∫
RN

V (εnx+ xn)B(|tnvn||p)dx

−
∫
RN

G(εnx+ x, tnvn)dx

]
= lim inf

n→∞
Iεn(tnu

+
n ) ≤ lim inf

n→∞
Iεn(u+

n ) = cV0 ,

which leads an absurd. Consequently lim
n→∞

V (xn) = V0 and the lemma is proved.

Lemma 1.3.8. If m+
ε is given by

m+
ε := sup

{
max
∂Ωε

uε : uε ∈ N±ε is a solution of (Pεaux)

}
and if m−ε is given by

m−ε = sup

{
min
∂Ωε

uε : uε ∈ N±ε is a solution of (Pεaux)

}
,

then there exists ε > 0 such that the sequences (m±ε ) are bounded for all ε ∈ (0, ε). Moreover,
we have

lim
ε→0

m±ε = 0.

Proof. Suppose, by contradiction, lim
ε→0

m+
ε = +∞ or lim

ε→0
m−ε = −∞, then there exist uε a

solution of (Pεaux) in N±ε and Υ > 0 such that

max
∂Ωε

u+
ε ≥ Υ > 0
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or

max
∂Ωε

u−ε ≤ −Υ < 0.

Thus there exists {εn} ⊂ R+ with εn → 0 and there exists a sequence {xn} ⊂ ∂Ωεn such
that

u+
εn(xn) ≥ Υ > 0 or u−εn(xn) ≤ −Υ < 0.

Thus, by Lemma 1.3.7, we have

lim
n→∞

V (xn) = V0,

where xn = εnxn and {xn} ⊂ ∂Ω. Hence, up to a subsequence, we have xn → x in ∂Ω and
V (x) = V0, which does not make sense by (V2). Hence, there exists ε > 0 such that (m±ε )
is bounded, for all ε ∈ (0, ε).

We have now to prove that lim
ε→0

m±ε = 0. Then, suppose by contradiction that there

exists δ > 0 and a sequence {εn} ⊂ R+ satisfying

m+
εn ≥ δ > 0

or

m−εn ≤ −δ < 0.

Thus, there exists uεn a solution of (Pεaux) in N±εn such that

m+
εn −

δ

2
< max

∂Ωεn
u+
εn ≤ m

+
εn

or

m−εn ≤ min
∂Ωεn

u−εn < m−εn +
δ

2
.

Hence,

δ

2
= δ − δ

2
≤ m+

εn −
δ

2
< max

∂Ωε
u+
εn ,

min
∂Ωεn

u−εn < m−εn +
δ

2
< −δ +

δ

2
= −δ

2

and then there exists a sequence (xn) ⊂ ∂Ωεn , such that

u+
εn(xn) ≥ δ

2

or

u−εn(xn) ≤ −δ
2
.

Repeating the above arguments, we will get an absurd. Thus, the proof is finished.

Proof of Theorem 1.2.1

Proof. The proof is a consequence of Subsections 1.2 and 1.3.
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1.4 Proof of Theorem 1

Proof. Let uε be a solution of (Pεaux). By Lemma 1.3.8, there exists ε > 0 such that
|m±ε | <

η
2 for all ε ∈ (0, ε̄), then (uε − η

2 )+(x) ≡ 0 for a neighborhood from ∂Ωε. Hence,

(uε − η
2 )+ ∈ W 1,p

0 (RN\Ωε) ∩ W 1,N
0 (RN\Ωε) and the function (uε − η

2 )∗+ ∈ W 1,p(RN ) ∩
W 1,N (RN ), where

(uε −
η

2
)∗+(x) =


0 if x ∈ Ωε,

(uε − η
2 )+(x) if x ∈ RN\Ωε.

Using (uε − η
2 )∗+ as test function. Then, by (a1), (b1) and (g3)ii, we have

0 ≤
∫

RN\Ωε

a(|∇uε|p)|∇(uε −
η

2
)∗+|pdx

+

∫
RN\Ωε

[
V0b(|uε|p)|uε|p−2 − V0

β
|uε|N−2

]
((uε −

η

2
)∗+)2dx

+

∫
RN\Ωε

[
V (εx)b(|uε|p)|uε|p−2 − V0

β
|uε|N−2

]
η

2
(uε −

η

2
)∗+dx = 0

The last equality implies

(uε −
η

2
)∗+ = 0, a.e in x ∈ RN\Ωε.

Hence, uε ≤ η
2 for z ∈ RN\Ωε.

Since we can assume m−ε ≤ −
η
2 for ε ∈ (0, ε), working with the function (uε + η

2 )∗−,
it is possible to prove that uε ≥ −η

2 for z ∈ RN\Ωε. This fact implies that |uε| ≤ η
2 for

z ∈ RN\Ωε and by Remark 1 the result follows.

Finally, we are going to prove the exponential decay. First technical results.

1.5 Exponential decay

Lemma 1.5.1. Consider M,α > 0 and ψ(x) := M exp(−α|x|). Then

i)− div(a (|∇ψ|p) |∇ψ|p−2∇ψ)

= αp−1

[
−pαp+1a′(αpψp)ψ2p−1 + a(αpψp)ψp−1

(
(N − 1)

|x|
− α(p− 1)

)]
,

ii)− div(a (|∇ψ|p) |∇ψ|p−2∇ψ) ≥
(

(N − 1)

|x|
− α(N − 1)

)
a(αpψp)αp−1ψp−1.

Proof. Note that

∂ψ

∂xi
(x) = M exp(−α|x|) ∂

∂xi
(−α|x|) = M exp(−α|x|)(−α)

xi
|x|

= −α xi
|x|
ψ(x),
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which implies |∇ψ| = αψ. Then

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ) = −
N∑
i=1

∂

∂xi

[
a (|∇ψ|p) |∇ψ|p−2 ∂ψ

∂xi

]

= αp−1
N∑
i=1

∂

∂xi

[
a (αpψp)ψp−1 xi

|x|

]

= αp−1
N∑
i=1

[
a′ (αpψp)

∂

∂xi
(αpψp)ψp−1 xi

|x|
+ a(αpψp)

∂

∂xi

(
ψp−1 xi

|x|

)]

= αp−1
N∑
i=1

[
a′ (αpψp)αppψ2p−2 ∂ψ

∂xi

xi
|x|

+ a(αpψp)

(
|x|2 − x2

i

|x|3
ψp−1 + (p− 1)ψp−2 ∂ψ

∂xi

xi
|x|

)]
= αp−1

[
−pαp+1a′(αpψp)ψ2p−1 + a(αpψp)ψp−1

(
(N − 1)

|x|
− α(p− 1)

)]
,

this proves the first item.
To show item ii) we are going to use (1.2) and item i). Hence we have

−a′(αpψp)αpψp ≥ −(N − p)
p

a(αpψp),

and
−pαp+1a′(αpψp)ψ2p−1 ≥ −αψp−1(N − p)a(αpψp).

Consequently, by item i),

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ)

≥ αp−1

[
−α(N − p)a(αpψp)ψp−1 +

(
(N − 1)

|x|
− α(p− 1)

)
a(αpψp)ψp−1

]
=

(
(N − 1)

|x|
− α(N − 1)

)
a(αpψp)αp−1ψp−1.

Corollary 1.5.2. Since V (x) ≥ V0 in RN , then for α > 0 small enough we have

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ) + k3V0ψ
p−1 +

V0

4
ψN−1 ≥ 0 in RN .

Proof. Using (a1) and Lemma 1.5.1 we obtain that

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ) ≥ −α(N − 1)a(αpψp)αp−1ψp−1

≥ −α(N − 1)
(
k2α

p−1ψp−1 + αN−1ψN−1
)

= −α(N − 1)k2α
p−1ψp−1 − α(N − 1)αN−1ψN−1

Moreover, since V0 > 0 and α > 0 is small enough we conclude that

k3V0 − α(N − 1)k2α
p−1 ≥ 0,

and

V0

4
− α(N − 1)αN−1 ≥ 0.

Consequently

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ) + k3V0ψ
p−1 +

V0

4
ψN−1 ≥ 0 in RN .
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Let us now relate the nodal solution uε to the exponential function ψ for small ε.

Lemma 1.5.3. Let uε be the solution found in Theorem 1.2.1 and v1,ε(x) := u+
ε (x + ỹ1,ε)

and v2,ε(x) := u−ε (x+ ỹ2,ε) given in Proposition 1.3.2. Setting ϕi,ε := max{|vi,ε| − ψ, 0} for
i = 1, 2, then for ε > 0 small enough, we have∫
RN

a(|∇vi,ε|p)|∇vi,ε|p−2∇vi,ε∇ϕi,ε dx+ k3V0

∫
RN

|vi,ε|p−1ϕi,ε dx+
V0

4

∫
RN

|vi,ε|N−1ϕi,ε dx ≤ 0.

Proof. From Lemma 1.3.3, Lemma 1.3.4 and hypothesis (f1), there exist ρ0 > 0 such that
ε > 0 small enough,

f(|vi,ε|)
|vi,ε|N−1

≤ 3

4
V0, for all |x| ≥ ρ0.

Since ψ(x) := M exp(−α|x|) for x ∈ RN , we can find M̃ > 0 such that if M ≥ M̃ , then
ϕi,ε := max{|vi,ε| − ψ, 0} ≡ 0 in Bρ0(0) and ϕi,ε ∈ W 1,p(|x| ≥ ρ0) ∩ W 1,N (|x| ≥ ρ0).
Therefore, the above inequality and (b1),∫

RN

a(|∇vi,ε|p)|∇vi,ε|p−2∇vi,ε∇ϕi,ε dx+ V0

∫
RN

[
k3|vi,ε|p−1ϕi,ε + |vi,ε|N−1ϕi,ε

]
dx

≤
∫
RN

a(|∇vi,ε|p)|∇vi,ε|p−2∇vi,ε∇ϕi,ε dx+

∫
RN

V (εx+ yi,ε)b(|vi,ε|p)|vi,ε|p−2vi,εϕi,ε dx

≤
∫
RN

f(|vi,ε|)ϕi,ε dx ≤
3V0

4

∫
RN

|vi,ε|N−1ϕi,εdx

and the lemma is proved.

Finally we are going to show the exponential decay for the functions uε.

Proposition 1.5.4. There are ε0 > 0 and C > 0 such that

|uε(z)| ≤ C
[
exp

(
−α
∣∣∣∣z − P 1

ε

ε

∣∣∣∣)+ exp

(
−α
∣∣∣∣z − P 2

ε

ε

∣∣∣∣)], for all z ∈ RN .

Proof. From [30, Lemma 2.4], we have that〈
a(|x|p)|x|p−2x− a(|y|p)|y|p−2y, x− y

〉
≥ 0, ∀ x, y ∈ RN .

Consider v1,ε(x) := u+
ε (x+ ỹ1,ε), v2,ε(x) := u−ε (x+ ỹ2,ε) and the set

Λi := {x ∈ RN : |x| ≥ ρ0 and |vi,ε| − ψ ≥ 0},

where ψ is the function is given by Lemma 1.5.1, (ỹ1,n) and (ỹ2,n) are given by
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Proposition 1.3.2. Then, using Corollary 1.5.2 and Proposition 1.5.3, we obtain

0 ≥
∫
RN

〈
a(|∇vi,ε|p)|∇vi,ε|p−2∇vi,ε − a(|∇ψ|p)|∇ψ|p−2∇ψ,∇ϕi,ε

〉
dx

+V0k3

∫
RN

(
|vi,ε|p−1 − |ψ|p−1

)
ϕi,ε dx+

V0

4

∫
RN

(
|vi,ε|N−1 − |ψ|N−1

)
ϕi,ε dx

≥ V0k3

∫
RN

(
|vi,ε|p−1 − |ψ|p−1

)
ϕ±dx+

V0

4

∫
RN

(
|vi,ε|N−1 − |ψ|N−1

)
ϕi,εdx

= V0k3

∫
Λi

(
|vi,ε|p−1 − |ψ|p−1

)
(|vi,ε| − ψ)dx

+
V0

4

∫
Λi

(
|vi,ε|N−1 − |ψ|N−1

)
(|vi,ε| − ψ)dx ≥ 0.

Then |Λi| = 0, for i = 1, 2 and consequently

|v1,ε(x)|+ |v2,ε(x)| ≤ 2M exp(−α|x|), ∀ |x| ≥ ρ0.

Considering x = z− ỹi,ε and using Lemma 1.3.6 there exists a constant C > 0 satisfying

|u±ε (z)| ≤ 2M exp

(
−α

∣∣∣∣z − yi,εε

∣∣∣∣) = 2M exp

(
−α

∣∣∣∣z − P iε + εqiε
ε

∣∣∣∣)
≤ 2M exp

(
−α

∣∣∣∣z − P iεε

∣∣∣∣) exp
(
−α

∣∣qiε∣∣) ≤ C exp

(
−α

∣∣∣∣z − P iεε

∣∣∣∣)
(1.5.1)

for all |z − ỹi,ε| ≥ ρ0 and for ε > 0 small enough.
Now we are going to show the inequality (1.5.1) holds, for all z ∈ RN . Since (yi,ε)

converges, it follows that

|z| ≥ ρ0 − |ỹi,ε| = ρ0 −
|yi,ε|
ε

> ρ0 −
1 + |yi,ε|

ε
→ −∞ as ε→ 0.

Then, there exists ε0 > 0 such that

|uε(z)| ≤ C
[
exp

(
−α

∣∣∣∣z − P 1
ε

ε

∣∣∣∣)+ exp

(
−α

∣∣∣∣z − P 2
ε

ε

∣∣∣∣)] , ∀ z ∈ RN and ∀ ε ∈ (0, ε0).
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Chapter 2

Existence and concentration of
nodal solutions for a subcritical
p&q equation

In this chapter we prove existence and concentration results for a family of nodal solutions
for a general quasilinear equation with subcritical growth. More precisely, we study the
existence and concentration of nodal solutions to the following quasilinear equation

−div
(
a (εp|∇u|p) εp|∇u|p−2∇u

)
+ V (z)b (|u|p) |u|p−2u = f(u) in RN ,

u ∈W 1,p(RN ) ∩W 1,q(RN ),
(Pε)

where ε > 0, 1 < p < q < N , N ≥ 2 and u+ 6= 0, u− 6= 0 in RN and

u+(x) := max{u(x), 0} and u−(x) := min{u(x), 0}.

We show that such solutions changing of sign exactly once. We say that a function
u ∈W 1,p(RN ) ∩W 1,q(RN ) is nodal solution of (Pε) if u± 6= 0 in RN and∫

RN

a(εp|∇u|p)εp|∇u|p−2∇u∇v dz +

∫
RN

V (z)b(|u|p)|u|p−2uv dz =

∫
RN

f(u)v dz,

for all v ∈ W 1,p(RN ) ∩W 1,q(RN ). The hypotheses on the functions a, b, f and V are the
following:

(a1) the function a is of class C1 and there exist constants k1, k2 ≥ 0 such that

k1t
p + tq ≤ a(tp)tp ≤ k2t

p + tq, for all t > 0;

(a2) the mapping t 7→ A(tp) is convex on (0,∞), where A(t) =

∫ t

0
a(s)ds;

(a3) the mapping t 7→ a(tp)

tq−p
is nonincreasing for t > 0;

(a4) if 1 < p < 2 ≤ N the mapping t 7→ a(t) is nondecreasing for t > 0. If 2 ≤ p < N the
mapping t 7→ a(tp)tp−2 is nondecreasing for t > 0 .
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As a direct consequence of (a3) we obtain that the map a and its derivative a′ satisfy

a′(t)t ≤ (q − p)
p

a(t) for all t > 0. (2.0.1)

Now if we define the function h(t) = a(t)t − q
pA(t), using (2.0.1) we can prove that the

function h is nonincreasing. Then, there exists a positive real constant γ ≥ q
p such that

1

γ
a(t)t ≤ A(t), for all t ≥ 0. (2.0.2)

(b1) The function b is of class C1 and there exist constants k3, k4 ≥ 0 such that

k3t
p + tq ≤ b(tp)tp ≤ k4t

p + tq, for all t > 0;

(b2) the mapping t 7→ B(tp) is convex on (0,∞), where B(t) =

∫ t

0
b(s)ds;

(b3) the mapping t 7→ b(tp)

tq−p
is nonincreasing for t > 0.

(b4) if 1 < p < 2 ≤ N the mapping t 7→ b(t) is nondecreasing for t > 0. If 2 ≤ p < N the
mapping t 7→ b(tp)tp−2 is nondecreasing for t > 0.

Using the hypothesis (b3) and arguing as (2.0.1) and (2.0.2), we also can prove that
there exists γ ≥ q

p such that

1

γ
b(t)t ≤ B(t), for all t ≥ 0. (2.0.3)

The nonlinearity f is assumed to be a C1(R) odd function satisfying

(f1)

lim
|s|→0

f ′(s)

|s|q−2
= 0.

(f2) There exists q < r < q∗ = qN
N−q such that

lim
|s|→∞

f(s)

|s|r−1
= 0.

(f3) There exists θ ∈ (γp, q∗) such that

0 < θF (s) ≤ f(s)s, for s 6= 0,

where F (s) =

∫ s

0
f(t)dt and γ > 0 was given in (2.0.2);

(f4) s 7→ f(s)

sq−1
is nondecreasing in s > 0.

The condition on potential V are:

(V1) There is V0 > 0, such that

0 < V0 ≤ V (z), for all z ∈ RN .
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(V2) There exists a bounded domain Ω ⊂ RN , such that

0 < V0 = inf
z∈Ω

V (z) < inf
z∈∂Ω

V (z).

The main result is the following:
Theorem 2. Suppose that a, b, f and V satisfy (a1) − (a4), (b1) − (b4), (f1) − (f4)

and (V1) − (V2) respectively. Then there is ε0 > 0, such that (Pε) has a nodal solution
wε ∈W 1,p(RN )∩W 1,q(RN ), for every ε ∈ (0, ε0). Moreover, if P 1

ε is the maximum point of
wε and P 2

ε is the minimum point of wε, then for i = 1, 2, we obtain

lim
ε→0

V (P iε ) = V0.

Moreover, there are positive constants C and α, such that

|wε(z)| ≤ C
[
exp

(
−α

∣∣∣∣z − P 1
ε

ε

∣∣∣∣)+ exp

(
−α

∣∣∣∣z − P 2
ε

ε

∣∣∣∣)] , ∀ z ∈ RN .

for all ε ∈ (0, ε0).

To prove Theorem 2, we will work with the problem below, which is equivalent to (Pε)
by the change of variable z = εx, which is given by

−div
(
εa (|∇u|p) |∇u|p−2∇u

)
+ V (εx)b (|u|p) |u|p−2u = f(u) in RN ,

u ∈W 1,p(RN ) ∩W 1,q(RN ),
(P̃ε)

where ε > 0, 1 < p < q < N and N ≥ 2.

The plan of the paper is the following: In the section 2.1, we define an auxiliary problem.
In section 2.2, we prove some results to auxiliary problem and we show existence of nodal
solution for this auxiliary problem. The concentration of nodal solution of auxiliary problem
is showed in section 2.3. The existence of one nodal solution of the original problem is
showed in section 2.4. The exponential decay of the nodal solution of the original problem
is proved in section 2.5.

2.1 Variational framework and an auxiliary problem

In order to obtain solutions of (P̃ε), consider the following subspace ofW 1,p(RN )
⋂
W 1,q(RN ),

Wε :=

{
v ∈W 1,p(RN ) ∩W 1,q(RN ) :

∫
RN

V (εx)b(|v|p)|v|pdx < +∞
}
,

which is a Banach space when endowed with the norm

‖u‖ = ‖u‖1,p + ‖u‖1,q,

where

‖u‖1,m =

(∫
RN
|∇u|mdx+

∫
RN

V (εx)|u|mdx
) 1
m

, for m ≥ 1.

Since the approach is variational, consider the associated energy functional
Jε : Wε → R given by

Jε(v) =
1

p

∫
RN

A (|∇v|p) dx+
1

p

∫
RN

V (εx)B (|v|p) dx−
∫
RN

F (v)dx.
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By standard arguments, one can prove that Jε ∈ C1(Wε,R). Let θ be the number given in

(f3), η, β > 0 be constants satisfying β > max

{
θpγ

θ − γp
, q − 1

}
and

f(η)

ηq−1
=
V0

β
, where V0

appears in (V1). Using the above numbers, we define the function

f̃(s) =



f(s) if |s| ≤ η
2 ,

V0

β
sq−1 if s > η,

V0

β
|s|q−2s, if s < −η.

Here we are defining the function f̃ in (−η,−η
2 ) (η2 , η) such that f̃ is C1 class. Note that

by (f1), given ξ > 0, we get

f̃ ′(s) ≤



ξ|s|q−2 < (q − 1)V0β |s|
q−2 if |s| ≤ η

2 ,

(q − 1)
V0

β
|s|q−2 if s > η,

(q − 1)
V0

β
|s|q−2, if s < −η.

(2.1.1)

Now we define

g(z, s) = χΩ(z)f(s) + (1− χΩ(z))f̃(s),

and the auxiliary problem{
−div

(
εa (|∇u|p) |∇u|p−2∇u

)
+ V (εx)b (|u|p) |u|p−2u = g(εx, u) in RN ,

u ∈Wε,
(Pεaux)

where χΩ is the characteristic function of the set Ω. It is easy to check that (f1) − (f4)
imply that g is a Carathéodory function and for x ∈ RN , the function s → g(εx, s) is of
class C1 and satisfies the following conditions, uniformly for x ∈ RN :

lim
|s|→0

g(εx, s)

|s|q−1
= 0 (g1)

lim
|s|→∞

g(εx, s)

|s|r−1
= 0 (g2)

0 < θG(εx, s) ≤ g(εx, s)s, ∀εx ∈ Ω and ∀s 6= 0 (g3)i

and

0 < qG(εx, s) ≤ g(εx, s)s ≤ 1

β
V (εx)|s|q, ∀εx 6∈ Ω and ∀s 6= 0, (g3)ii

where G(εx, s) =

∫ s

0
g(εx, t)dt.

The function

s→ g(εx, s)

|s|q−1
is nondecreasing for each x ∈ RN and for all s 6= 0. (g4)

Remark 3. Note that, for z = εx, if uε is a nodal solution of (Pεaux) with
|uε(z)| ≤ η

2 for every εx ∈ RN \ Ω, then uε(x) is also a nodal solution of (Pε).
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2.2 Existence of ground state nodal for the auxiliary problem

In this section we adapt some arguments found in Alves & Figueiredo [7] and Alves &
Soares [12], Bartsch, Weth & Willem [18] to establish the existence of ground state nodal
solution for problem (Pεaux).

Hereafter, let us denote by Iε the functional

Iε(v) =
1

p

∫
RN

A (|∇v|p) dx+
1

p

∫
RN

V (εx)B (|v|p) dx−
∫
RN

G(εx, u)dx

and by Nε the Nehari manifold associated given by

Nε =
{
u ∈Wε : u 6= 0 and I ′ε(u)u = 0

}
.

Since g is C1, the functional Iε is C1 class. Since we are looking for nodal solutions, we
also define the following set

N±ε =
{
u ∈Wε : u± 6= 0 and I ′ε(u

±)u± = 0
}
,

where
u+(z) = max{u(z), 0} and u−(z) = min{u(z), 0}.

The main result in this section is:

Theorem 2.2.1. Let a satisfying (a1) − (a4), b satisfying (b1) − (b4) and V such that
(V1) − (V2) hold. Then there is ε0 > 0, such that (Pεaux) has nodal solution uε ∈ Wε, for

every ε ∈ (0, ε0). Moreover, if P 1
ε
ε is the maximum point of uε and P 2

ε
ε is the minimum point

of uε, then for i = 1, 2, we obtain

lim
ε→0

V (P iε ) = V0.

We begin with some information on the functional Iε in Nε and in N±ε .

Lemma 2.2.2. (i) There is C > 0, such that

Iε(u) ≥ C
[
‖u‖p1,p + ‖u‖q1,q

]
, ∀ u ∈ Nε and ∀ ε > 0.

(ii) There exists ρ > 0 such that ‖u‖ ≥ ρ for all u ∈ Nε and ‖w±‖ ≥ ρ for all w ∈ N±ε .

(iii) There is ρ1 > 0, such that,

0 < ρ1 ≤
∫
Ωε

(u±)rdx,

for all u ∈ N±ε and for all ε > 0, where Ωε := ε−1Ω.

Proof. Since u ∈ Nε and (2.0.2), (2.0.3), (g3) holds, we have that

Iε(u) = Iε(u)− 1

θ

〈
I ′ε(u), u

〉
≥
(

1

pγ
− 1

θ

) ∫
RN

a(|∇u|p)|∇u|p dx

+

(
1

pγ
− 1

θ

) ∫
RN

V (εx)b(|u|p)|u|p dx+
1

θ

∫
RN\Ωε

[g(εx, u)u− θG(εx, u)] dx.
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Since g(εx, s)s ≥ 0, from (a1), (b1) and (g3)ii, we obtain

Iε(u) ≥
(

1

pγ
− 1

θ

) ∫
RN

[k1|∇u|p + |∇u|q] dx

+

(
1

pγ
− 1

θ

) ∫
RN

V (εx)[k3|u|p + |u|q]] dx− 1

β

∫
RN

[|∇u|q + V (εx)|u|q] dx.

Now the result follows because β >
θpγ

θ − γp
.

In order to prove (ii), suppose, by contradiction, that there is a sequence
(un) in Nε such that un → 0 in Wε. Then, from (a1), (b1), (g1) and (g2), given δ > 0,
there exist C > 0 and Cδ > 0 such that

C[‖un‖p1,p + ‖un‖q1,q] ≤
∫
RN

a(|∇un|p)|∇un|pdx +

∫
RN

V (εx)b(|un|p)|un|pdx

≤ δ

∫
RN

|un|qdx+ Cδ

∫
RN

|un|rdx.

Using Sobolev embeddings we get

C‖u‖q ≤ ‖u‖r.

But the last inequality is impossible because q < r. Moreover, since N±ε ⊂ Nε, the second
item is over.

In order to prove (iii), from (a1), (b1), (g1), (g2) and Sobolev embeddings, for all δ > 0
given, there are C,Cδ > 0 such that

C[‖u±‖p1,p + ‖u±‖q1,q] ≤
∫
RN

a(|∇u±|p)|∇u±|pdx +

∫
RN

V (εx)b(|u±|p)|u±|pdx

≤ δ

∫
Ωε

|u±|qdx+ Cδ

∫
Ωε

|u±|rdx+
1

β

∫
RN\Ωε

V (εx)|u±|qdx.

Now the result follows by item (ii) and from arbitrariness of δ and because
β > 1.

From Lemma 2.2.2 we have well defined the real number

dε = inf
N±ε

Iε. (2.2.1)

Moreover, from [17, Lemma 4.2, Lemma 4.3] , for u ∈ Wε with the u± 6= 0, there exist
and are unique t, s > 0 such that tu+ + su− ∈ N±ε . At this point, we can finally prove the
existence of u ∈ N±ε in which the infimum of Iε is attained on N±ε .

Existence of nodal solution for the auxiliary problem

We are going to show that the infimum of Iε on N±ε is attained by some uε ∈ Nε, considering
the cases 2 ≤ p < q < N and 1 < p < q < 2 ≤ N .

Lemma 2.2.3. If 2 ≤ p < q < N , then the functional Iε is sequentially weakly lower
semicontinous in Wε. Moreover, the level dε is attained for some uε which is a nodal
solution for problem (Pεaux)
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Proof. Firstly we prove that the functional Iε is sequentially weakly lower semicontinous in
Wε. For this let us consider (un) ⊂Wε such that un ⇀ u in Wε and Ωε := ε−1Ω. From (a2)
and (b2) it follows that ∫

Ωε

A(|∇u|p) dx ≤ lim inf
n→+∞

∫
Ωε

A(|∇un|p) dx, (2.2.2)

∫
Ωε

V (εx)B(|u|p) dx ≤ lim inf
n→+∞

∫
Ωε

V (εx)B(|un|p) dx. (2.2.3)

Moreover, by Sobolev embeddings, we get∫
Ωε

F (u) dx = lim
n→+∞

∫
Ωε

F (un) dx. (2.2.4)

Now we are going to prove that

Iε,RN\Ωε(v) :=
1

p

∫
RN\Ωε

(A(|∇v|p) + V (εx)B(|v|p)vp) dx−
∫
RN\Ωε

F̃ (v)

is a strictly convex functional in Wε(RN\Ωε), where F̃ (s) =

s∫
0

f̃(t)dt.

Observe that Iε
′′(v)(w,w) is well-defined for v, w ∈Wε(RN ), for 2 ≤ p < q < N . Then,

for v, w ∈Wε(RN\Ωε), w 6= 0, we have

Iε,RN\Ωε
′′(v)(w,w) = p

∫
RN\Ωε

a′(|∇v|p)|∇v|2p−4(∇v∇w)2dx

+ (p− 2)

∫
RN\Ωε

a(|∇v|p)|∇v|p−4(∇v∇w)2dx

+

∫
RN\Ωε

a(|∇v|p)|∇v|p−2|∇w|2dx

+ p

∫
RN\Ωε

V (εx)b′(|v|p)|v|2p−4(vw)2dx

+ (p− 2)

∫
RN\Ωε

V (εx)b(|v|p)|v|p−4(vw)2dx

+

∫
RN\Ωε

V (εx)b(|v|p)|v|p−2|w|2dx−
∫
RN\Ωε

f̃ ′(v)w2dx.

Using (2.1.1), (a4) and (b4), we deduce that

I ′′ε,RN\Ωε(v)(w,w) ≥
∫
RN\Ωε

a(|∇v|p)|∇v|p−2|∇w|2dx+

∫
RN\Ωε

V (εx)b(|v|p)|v|p−2|w|2dx

− N − 1

β

∫
RN\Ωε

V0|v|N−2w2dx.

Therefore from (b1), we have

I ′′ε,RN\Ωε(v)(w,w) ≥
∫
RN\Ωε

a(|∇v|p)|∇v|p−2|∇w|2dx+

∫
RN\Ωε

V (εx)b(|v|p)|v|p−2|w|2dx

− N − 1

β

∫
RN\Ωε

V (εx)b(|v|p)|v|p−2|w|2dx.
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Since we also have β > N − 1, we finally get to I ′′
ε,RN\Ωε(v)(w,w) > 0. By convex analysis

it follows that Iε,RN\Ωε is weakly lower semicontinuous.
From Lemma 2.2.2, there exists a bounded minimizing sequence (un) in N±ε for dε and

Iε is coercive on N±ε . Hence, there exist v, u1, u2 ∈Wε such that

un ⇀ v, u+
n ⇀ u1, u−n ⇀ u2 in Wε.

Since the transformations v → v+ and v → v− are continuous from Lr(RN ) in Lr(RN ) (see
Lemma 2.3 in [22] with suitable adaptations), we have that v+ = u1 ≥ 0 and v− = u2 ≤ 0.
By item (iii) of Lemma 2.2.2, we conclude that v± 6= 0, and therefore v = v+ + v− is
sign-changing, this implies that there exist t, s > 0 such that uε = tv+ + sv− ∈ N±ε . we
have the uε = tv+ + sv− ∈ N±ε . Moreover, there exists a unique pair (tv, sv) of positive
constants such that

Iε(tvv
+ + svv

−) = max
t,s>0

Iε(tv
+ + sv−).

Since Iε is sequentially weakly lower semicontinous in Wε and (un) in N±ε , we have

dε ≤ Iε(uε) = Iε(tv
+ + sv−) ≤ lim inf

n→+∞
Iε(tu

+
n + su−n )

≤ lim sup
n→+∞

Iε(tu
+
n + su−n ) ≤ lim

n→+∞
Iε(u

+
n + u−n ) = lim

n→+∞
Iε(un) = dε.

Lemma 2.2.4. For 1 < p < q < 2 ≤ N , the level dε is attained for some uε ∈ N±ε .
Moreover, uε is a nodal solution for problem (Pεaux).

Proof. From Lemma 2.2.2, there exists a bounded minimizing sequence (un) in N±ε for dε
and Iε is coercive on N±ε . Hence, there exist v, u1, u2 ∈Wε such that

un ⇀ v, u+
n ⇀ u1, u−n ⇀ u2 in Wε.

Since the transformations v → v+ and v → v− are continuous from Lr(RN ) in Lr(RN ) (see
Lemma 2.3 in [22] with suitable adaptations), we have that v+ = u1 ≥ 0 and v− = u2 ≤ 0.
By item (iii) of Lemma 1.2.2, we conclude that v± 6= 0, and therefore v = v+ + v− is
sign-changing, this implies that there exist t, s > 0 such that uε = tv+ + sv− ∈ N±ε . we
have the uε = tv+ + sv− ∈ N±ε .

On the order hand, using Sobolev embedding, we have

lim
n→+∞

∫
Ωε

f(u±n )u±n dx =

∫
Ωε

f(v±)v±dx.

Then, using Fatou’s Lemma and (g3)ii we obtain that∫
RN

[
a(|∇v±|p)|∇v±|p + V (εx)b(|v±|p)|v±|p

]
dx ≤

∫
RN

g(εx, v±)v±dx,

that is, I ′ε(v
±)v± ≤ 0. Thus, t, s ∈ (0, 1].

Now, let us observe that assumptions (a3), (b3) and (f4) imply the following monotonic-
ity conditions:

t 7−→ 1

p
A(t)− 1

q
a(t)t is increasing for t ∈ (0,+∞),

t 7−→ 1

p
B(t)− 1

q
b(t)t is increasing for t ∈ (0,+∞),

t 7−→ 1

q
g(εx, t)t−G(εx, t) is increasing for t ∈ (0,+∞),
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Hence,

Iε(tv
+) ≤

∫
RN

(
1

p
A(|∇(tv+)|p)− 1

q
a(|∇(tv+)|p)|∇(tv+)|p

)
dx

+

∫
RN

V (εx)

(
1

p
B(|tv+|p)− 1

q
b(|tv+|p)|tv+|p

)
dx

+

∫
RN

(
1

q
g(εx, tv+)tv+ −G(εx, tv+)

)
dx

≤ lim inf
n→+∞

 ∫
RN

(
1

p
A(|∇u+

n |p)−
1

q
a(|∇u+

n |p)|∇u+
n |p
)
dx

+

∫
RN

V (εx)

(
1

p
B(|u+

n |p)−
1

q
b(|u+

n |p)|u+
n |p
)
dx

+

∫
RN

(
1

q
g(εx, u+

n )u+
n −G(εx, u+

n )

)
dx

 = lim inf
n→+∞

Iε(u
+
n ).

Using the same arguments as above one can immediately prove that Iε(sv
−) ≤ Iε(v

−).
Then, using that g is and odd function and uε ∈ N±ε , it follows that

dε ≤ Iε(uε) = Iε(tv
+) + Iε(sv

−) ≤ lim inf
n→+∞

Iε(un) = dε.

Remark 4. Note that Lemma 2.2.4 is true for all 1 < p < N , however the arguments used
in in Lemma 2.2.3 is new for nonhomogeneous operators.

Proof of Theorem 2.2.1

Proof. The existence follows by Lemma 2.2.3 and Lemma 2.2.4. The proof that I ′ε(uε) = 0
and that uε has exactly two nodal domains or equivalently it changes sign exactly once can
be seen in [17, pages 1230-1232].

2.3 Concentration results

In order to prove the concentration result, we consider the limit problem{
−div

(
a(|∇u|p)|∇u|p−2∇u

)
+ V0b(|u|p)|u|p−2u = f(u) in RN

W 1,p(RN ) ∩W 1,q(RN )
(PL)

whose associated functional is given by

IV0(u) =
1

p

∫
RN

[A(|∇u|p) + V0B(|u|p)]dx−
∫
RN

F (u)dx,
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by the corresponding Nehari manifold is given by

NV0 = {u ∈W 1,p(RN ) ∩W 1,q(RN )\{0} : I ′V0(u)u = 0}.

We also define
cV0 = inf

NV0
IV0 .

We define the Palais-Smale compactness condition. We say that a sequence
(un) ⊂ W 1,p(RN ) ∩ W 1,q(RN ) is a Palais-Smale sequence at level cV0 for the functional
IV0 if

IV0(un)→ cV0

and
‖I ′V0(un)‖ → 0 in (W 1,p(RN ) ∩W 1,q(RN ))′.

If every Palais-Smale sequence of IV0 has a strong convergent subsequence, then one says
that IV0 satisfies the Palais-Smale condition ((PS)cV0 for short).

The next result shows that problem (PL) has a solution that reaches cV0 .

Lemma 2.3.1. (A Compactness Lemma) Let (un) ⊂ NV0 be a sequence satisfying
IV0(un) → cV0. Then, there exists a sequence (ỹn) ⊂ RN such that, up to a subsequence,
vn(x) = un(x+ ỹn) converges strongly in W 1,p(RN )∩W 1,q(RN ). In particular, there exists
a minimizer for cV0.

Proof. Applying Ekeland’s Variational Principle (see Theorem 8.5 in [62]), we may suppose
that (un) is a (PS)cV0 for IV0 . From Lemma [6, Lemma 2.3], going to a subsequence if

necessary, we have that un ⇀ u weakly in W 1,p(RN ) ∩W 1,q(RN ) and I ′V0(u) = 0.
If u 6= 0, then u is a ground state solution of the limit problem (PV0), that is,

IV0(u) = cV0 . In fact, using arguments found in [6, Lemma 2.3], we have that

∇un(x)→ ∇u(x) a.e in RN and I ′V0(u) = 0. (2.3.1)

Then, by (2.0.2), (2.0.3) and the Fatou’s Lemma,

0 ≤ 1

p

∫
RN

[A(|∇u|p) + V0B(|u|p)] dx− 1

θ

∫
RN

[a(|∇u|p)|∇u|p + V0B(|u|p)|u|p] dx

≤ lim inf
n→+∞

1

p

∫
RN

[A(|∇un|p) + V0B(|un|p)] dx

−1

θ

∫
RN

[a(|∇un|p)|∇un|p + V0B(|un|p)|un|p] dx


Hence, if u ∈ NV0 ,

cV0 ≤ IV0(u)− 1

θ
I ′V0(u)u ≤ lim inf

n→+∞

[
IV0(un)− 1

θ
I ′V0(un)un

]
= lim

n→+∞
IV0(un) = cV0 .

By (2.3.1), (a1), (b1) and Lebesgue’s theorem we conclude that un → u in W 1,p(RN ) ∩
W 1,q(RN ). Consequently, IV0(u) = c0 and the sequence (ỹn) is the sequence null.
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If u ≡ 0, then in this case we cannot have un → u strongly in W 1,p(RN ) ∩W 1,q(RN )
because cV0 > 0. Hence, using [6, Proposition 2.1], there exists a sequence (ỹn) ⊂ RN such
that

vn ⇀ v in W 1,p(RN ) ∩W 1,q(RN ),

where vn = un(x + ỹn). Therefore, vn is also a (PS)cV0 sequence of IcV0 and v 6≡ 0.
It follows form above arguments that, up to a subsequence, (vn) converges strongly in
W 1,p(RN ) ∩W 1,q(RN ) and the proof of the lemma is over.

Proposition 2.3.2. Let εn → 0 and un ∈ Nεn be such that Iεn(un) → cV0. Then there
exists a sequence (ỹn) ⊂ RN such that vn(x) = un(x+ ỹn) has a convergent subsequence in
W 1,p(RN ) ∩W 1,q(RN ). Moreover, up to a subsequence, yn → y ∈ Ω, where yn = εnỹn.

Proof. Since cV0 > 0, from Lemma [6, Proposition 2.1], there exists a sequence (ỹn) ⊂ RN
and constants R and β such that

lim inf
n→∞

∫
BR(ỹn)

| un |q≥ β̃, for some β̃ > 0.

Thus, if vn(x) = un(x + ỹn), up to a subsequence, vn ⇀ v 6≡ 0 in W 1,p(RN ) ∩W 1,q(RN ).
Let tn > 0 be such that

ṽn = tnvn ∈ NV0 . (2.3.2)

Then, since vn ∈ Nεn , we obtain

cV0 ≤ IV0(ṽn) ≤ Iεn(ṽn) ≤ Iεn(vn) = Iεn(un) = cV0 + on(1), (2.3.3)

which implies
IV0(ṽn)→ cV0 and (ṽn) ⊂ NV0 .

Since (vn) is bounded in W 1,p(RN )∩W 1,q(RN ), from (2.3.3), we get that (tn) is bounded.
As a consequence, the sequence (ṽn) also is bounded in
W 1,p(RN ) ∩ W 1,q(RN ), thus for some subsequence, ṽn ⇀ ṽ weakly in
W 1,p(RN ) ∩ W 1,q(RN ) and we can assume that tn → t0 > 0, and this limit implies
that ṽ 6≡ 0. From Lemma 2.3.1, ṽn → ṽ in W 1,p(RN ) ∩ W 1,q(RN ), and so, vn → v in
W 1,p(RN ) ∩W 1,q(RN ).

To conclude the proof of the proposition, we consider yn = εnỹn. Our goal is to show
that (yn) has a subsequence, still denoted by (yn), satisfying yn → y for y ∈ Ω. First of
all, we claim that (yn) is bounded. Indeed, suppose that there exists a subsequence, still
denote by (yn), verifying |yn| → ∞. Note that from (a1) and (b1) we have∫

RN

[k1|∇vn|p + |∇vn|q] dx+ V0

∫
RN

[k3|vn|p + |vn|q] dx ≤
∫
RN

g(εnx+ yn, vn)vndx.

Fix R > 0 such that BR(0) ⊃ Ω and let XBR(0) be the characteristic function of BR(0).

Since XBR(0)(εx+ yn) = on(1) for all x ∈ BR(0) and vn → v in W 1,p(RN )∩W 1,q(RN ), then∫
RN

XBR(0)(εx+ yn)g(εx+ yn, vn)vndx = on(1).
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By definition of f̃ we obtain that∫
RN

[k1|∇vn|p + |∇vn|q] dx+ V0

∫
RN

[k3|vn|p + |vn|q] dx ≤
∫

RN\BR(0)

f̃(vn)vndx+ on(1)

≤ V0

β

∫
RN

|vn|qdx+ on(1).

It follows that vn → 0 in W 1,p(RN ) ∩W 1,q(RN ), obtain this way a contradiction. Hence
(yn) is bounded and, up to a subsequence,

yn → y ∈ RN .

Arguing as above, if y 6∈ Ω , we will obtain again vn → 0 in W 1,p(RN )∩W 1,q(RN ), thus
y ∈ Ω. If V (y) = V0, we have y 6∈ ∂Ω and consequently y ∈ Ω. Supposing by contradiction
that V (y) > V0, we have

cV0 = IV0(ṽ) <
1

p

∫
RN

A(|∇ṽ|p)dx+
1

p

∫
RN

V (y)B(|ṽ|p)dx−
∫
RN

F (ṽ).

Using again the fact that ṽn → ṽ in W 1,p(RN ) ∩W 1,q(RN ), from Fatou’s Lemma

cV0 < lim inf
n→∞

[
1

p

∫
RN

A(|∇ṽn|p)dx+
1

p

∫
RN

V (εnz + yn)B(|ṽn|p)dx−
∫
RN

F (ṽn)

]

that is, since (un) ∈ Nεn ,

cV0 < lim inf
n→∞

Iεn(tnun) ≤ lim inf
n→∞

Iεn(un) = cV0 ,

obtaining a contradiction.

Lemma 2.3.3. Let (εn) be a sequence such that εn → 0 and for each n ∈ N, let (un) ⊂ N±εn
be a nodal solution of problem (Pεaux) such that Iεn(u±n ) → cV0. Then (vi,n) converges
uniformly on compacts of RN , where v1,n(x) := u+

n (x + ỹ1,n) and v2,n(x) := u−n (x + ỹ2,n).
Moreover, given ξ > 0, there exist R > 0 and n0 ∈ N such that

‖vi,n‖L∞(RN\BR(0)) < ξ for all n ≥ n0 and i = 1, 2,

where (ỹ1,n) and (ỹ2,n) were given in Proposition 2.3.2.

Proof. Adapting some arguments explored in [6, Lemma 5.5], we have that the sequences
(v1,n) and (v2,n) are bounded in L∞(RN ) and there exist R > 0 and n0 ∈ N such that

‖vi,n‖L∞(RN\BR(0)) < ξ, for all n ≥ n0 and i = 1, 2.

Then, for any bounded domain Ω′ ⊂ RN , from (g1) and (g2) and continuity of V there
exists C > 0 such that

|V (εnx)|un|p−1 − g(εnx, un)| ≤ C, for all n ∈ N.

Hence,
|V (εnx)|un|p−1 − g(εnx, un)| ≤ C + |∇un|p, for all n ∈ N.
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Considering Ψ(x) = C, we get that Ψ ∈ Lt(Ω′) with t > p
p−1N . From [28, Theorem 1], we

have
|∇un| ∈ L∞loc(RN )

Therefore, for all compact K ⊂ Ω′ there exists a constant C0 > 0, dependent only on C,N, p
and dist(K, ∂Ω′) such that

‖∇un‖∞,K ≤ C0.

Then,
|un|C0,ν

loc (RN )
≤ C, for all n ∈ N and 0 < ν < 1.

From Schauder’s embedding, (un) has a subsequence convergent in C0,ν
loc (RN ).

Lemma 2.3.4. Given ε > 0, the nodal solution uε of problem (Pεaux) satisfies

lim
ε→0

Iε(uε) = 2cV0 .

As a consequence
lim
ε→0

Iε(u
+
ε ) = cV0 and lim

ε→0
Iε(u

−
ε ) = cV0 .

Proof. Consider z0 ∈ Ω such that V (z0) = V0. Now let us consider R > 0 and set
Q1, Q2 ∈ ∂BR(z0) such that |Q1 − Q2| = 2R. If necessary, take R small enough such
that B(Qi, R/4) ⊂ Ω. Taking ψi : RN → R such that ψi = 1 in B(Qi, R/4) and ψi = 0 in
RN\B(Qi, R/2).

For i = 1, 2, let wi ∈ W 1,p(RN ) ∩W 1,q(RN ) be a ground-state positive solution (see
Lemma 2.3.1) of problem

−div(a(|∇u|p)|∇u|p−2∇u) + V (Qi)b(|u|p)(|u|p−2u) = f(u) in RN

which satisfies
CV (Qi) = IV (Qi)(wi) = inf

v∈W0\{0}
sup
t≥0

IV (Qi)(tv),

where

IV (Qi)(v) =
1

p

∫
RN

[A(|∇v|p) + V (Qi)B(|v|p)] dx−
∫
RN

F (v)dx.

Consider the function wε,Qi : RN → R be given by

wε,Qi(x) = ψi(εx)wi

(
x− Qi

ε

)
∈Wε

and tε,i > 0, such that tε,iwε,Qi ∈ Nε. By the construction, we have

wε := tε,1wε,Q1 − tε,2wε,Q2 ∈ N±ε .

By supp(wε,Q1) ∩ supp(wε,Q2) = ∅, once B(Q1, R) ∩B(Q2, R) = ∅, and wi, for i = 1, 2, are
positives then

supp(w+
ε ) ∩ supp(w−ε ) = ∅, w+

ε = tε,1wε,Q1 and w−ε = −tε,Q2wε,Q2 .

Then
Iε(wε) = Iε(w

+
ε ) + Iε(w

−
ε ) and

I ′ε(w
±
ε )w±ε = 0.
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Hence
Iε(uε) ≤ Iε(wε) = Iε(w

+
ε ) + Iε(w

−
ε ). (2.3.4)

Now with a direct computation we have

Iε(uε) ≤ Iε(wε) = Iε(w
+
ε ) + Iε(w

−
ε ) = cV (Q1) + cV (Q2) + oε(1).

Finally, taking R → 0 in the last inequality and using the continuity of the minimax
function (see [13], [51]) we get

lim sup
ε→0

Iε(uε) ≤ 2cV0 .

Now let t±ε > 0 be such that t±ε u
±
ε ∈ NV0 . Then,

2cV0 ≤ IV0(t+ε u
+
ε ) + IV0(t−ε u

−
ε ) ≤ Iε(t+ε u+

ε ) + Iε(t
−
ε u
−
ε ) ≤ Iε(u+

ε ) + Iε(u
−
ε ) = Iε(uε).

Hence we have proved that
lim
ε→0

Iε(uε) = 2cV0 .

On the other hand, we know that cV0 ≤ IV0(t±ε u
±
ε ) ≤ Iε(t±ε u±ε ) ≤ Iε(u±ε ). Therefore,

cV0 ≤ lim inf
ε→0

Iε(u
±
ε ).

Assume by contradiction that at least one inequality is strict, then arguing as above we
obtain

2cV0 < lim inf
ε→0

(
Iε(u

+
ε ) + Iε(u

−
ε )
)

= Iε(uε) = 2cV0 .

Lemma 2.3.5. Let (εn) be a sequence such that εn → 0 and for each n ∈ N, let (un) ⊂
N±εn be a solution of problem (Pεaux). Then, there are δ∗ > 0 and n0 ∈ N such that for
v1,n(x) := u+

n (x+ ỹ1,n) and v2,n(x) := u−n (x+ ỹ2,n), we have

v1,n(x) ≥ δ∗, for all x ∈ BR(0) and n ≥ n0

and
v2,n(x) ≤ −δ∗, for all x ∈ BR(0) and n ≥ n0,

where R > 0, (ỹ1,n) and (ỹ2,n) were given in Proposition 2.3.2.

Proof. Suppose by contradiction that ‖vi,n‖L∞(RN\BR(0)) → 0, for i = 1 or i = 2. Then by
Lemma 2.3.3, we have ‖vi,n‖L∞(RN ) → 0. It follows from (f1) that

|f(vi,n)| ≤ V0

2
|vi,n|q−1 for n sufficient large. (2.3.5)

Thus, ∫
RN

a(|∇vi,n|p)|∇vi,n|pdx +

∫
RN

V (εnx+ yi,n)b(|vi,n|p)|vi,n|pdx

=

∫
RN

f(vi,n)vi,ndx+ on(1)

≤ V0

2

∫
RN
|vi,n|qdx+ on(1),

which implies from (a1) and (b1) that,

‖u±n ‖Wεn
→ 0,

which is a contradiction with Lemma 2.3.4.
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Lemma 2.3.6. For i = 1, 2, we have

lim
ε→0

V (P iε ) = V0.

Proof. We first notice that using Lemma 2.3.5 there exist δ∗ > 0 and n0 ∈ N such that

v1,n(q1
n) := max

z∈RN
v1,n(z) = u+

n (q1
n + ỹ1,n) ≥ u+

n (x) ≥ δ∗, for all n ≥ n0, for all x ∈ BR(0)

and

v2,n(q2
n) := min

z∈RN
v2,n(z) = u−n (q2

n+ ỹ2,n) ≤ u−n (x) ≤ −δ∗, for all n ≥ n0, for all x ∈ BR(0).

We claim that qin, i = 1, 2 is bounded, otherwise using Lemma 2.3.3 and 2.3.5, there exists
R∗ > 0 such that ‖vi,n‖L∞(RN\BR∗ ) ≤ δ∗

2 , which implies that |vi,n(qin)| ≤ δ∗

2 , where we

obtain a contradiction. Then, P iεn = εnq
i
n + yi,n implies

lim
n→+∞

P iεn = lim
n→+∞

yi,n = yi ∈ Ω.

Hence from continuity of V it follows that

lim
n→+∞

V (P iεn) = V (yi) ≥ V0.

We claim that V (yi) = V0. Indeed, suppose by contradiction that V (yi) > V0. Using the
same arguments of Proposition 2.3.2, we have that ṽi,n → ṽi in W 1,p(RN ) ∩W 1,q(RN ) and

cV0 = IV0(ṽi) <
1

p

∫
RN

A(|∇ṽi|p)dx+
1

p

∫
RN

V (yi)B(|ṽi|p)dx−
∫
RN

F (ṽi)dx.

Using that ṽi,n → ṽi in W 1,p(RN ) ∩W 1,q(RN ) and from Fatou’s Lemma, we obtain

cV0 < lim inf
n→∞

1

p

∫
RN

A(|∇ṽi,n|p)dx+
1

p

∫
RN

V (εnx+ yi,n)B(|ṽi,n|p)dx−
∫
RN

F (ṽi,n)dx

 ,
and therefore

cV0 < lim inf
n→∞

Iεn(ti,nu
±
n ) ≤ lim inf

n→∞
Iεn(u±n ) = cV0 .

This contradiction shows that V (yi) = V0 for i = 1, 2.

Lemma 2.3.7. Let {εn} be a sequence of positive number such that εn → 0 as n→∞ and
let (xn) ⊂ Ωεn be a sequence such that u+

εn(xn) ≥ Υ > 0 or u−εn(xn) ≤ −Υ < 0 for each
n ∈ N and for some Υ positive constant, where uεn is a solution of (Pεaux).Then,

lim
n→∞

V (xn) = V0

where xn = εnxn.

Proof. Up to a subsequence,

xn → x ∈ Ω.

From Lemma 2.3.4 we have that u+
εn ∈ Nεn ,

Iεn(u+
εn)→ cV0 ,
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and there exists a positive constants such that

‖u+
εn‖ ≤ C, ∀ n ∈ N and for some C > 0.

Setting vn(z) := u+
εn(z + xn), we have ‖vn‖ ≤ C and vn ⇀ v in W 1,p(RN ) ∩W 1,q(RN ).

Recalling that

vn(0) = u+
εn(xn) ≥ Υ > 0,

we conclude that v 6≡ 0.
Fix tn > 0 verifying ṽn = tnvn ∈ NV0 , for each n ∈ N. Hence

cV0 ≤ IV0(ṽn) ≤ Iεn(tnvn) ≤ Iεn(vn) = Iεn(u+
n ) = cV0 + on(1).

Thus IV0(ṽn)→ cV0 with {ṽn} ⊂ NV0 . By Lemma 2.3.1, we have

ṽn → ṽ in W 1,p(RN ) ∩W 1,N (RN ) and IV0(ṽ) = cV0 . (2.3.6)

Since v 6= 0, by Lemma 2.3.1 we have yn = 0, for n ∈ N. Moreover, recalling that V is
continuous, we have

lim
n→∞

V (xn) = V (x).

We claim that V (x) = V0. Indeed, suppose by contradiction that V (x) > V0, then

cV0 = IV0(ṽ) <
1

p

∫
RN

A(|∇ṽ|p)dx+
1

p

∫
RN

V (x)B(|ṽ|p)dx−
∫
RN

F (ṽ)dx

and by (2.3.6) and Fatou’s Lemma

cV0 < lim inf
n→∞

[
1

p

∫
RN

A(|∇ṽn|p)dx+
1

p

∫
RN

V (εnx+ xn)B(|ṽn|p)dx−
∫
RN

F (ṽn)dx

]
≤ lim inf

n→∞

[
1

p

∫
RN

A(|∇tnvn|p)dx+
1

p

∫
RN

V (εnx+ xn)B(|tnvn||p)dx

−
∫
RN

G(εnx+ x, tnvn)dx

]
= lim inf

n→∞
Iεn(tnu

+
n ) ≤ lim inf

n→∞
Iεn(u+

n ) = cV0 ,

which leads an absurd. Consequently lim
n→∞

V (xn) = V0 and the lemma is proved.

Lemma 2.3.8. If m+
ε is given by

m+
ε := sup

{
max
∂Ωε

uε : uε ∈ N±ε is a solution of (Pεaux)

}
and if m−ε is given by

m−ε = sup

{
min
∂Ωε

uε : uε ∈ N±ε is a solution of (Pεaux)

}
,

then there exists ε > 0 such that the sequences (m±ε ) are bounded for all ε ∈ (0, ε). Moreover,
we have

lim
ε→0

m±ε = 0.
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Proof. Suppose, by contradiction, lim
ε→0

m+
ε = +∞ or lim

ε→0
m−ε = −∞, then there exist uε a

solution of (Pεaux) in N±ε and Υ > 0 such that

max
∂Ωε

u+
ε ≥ Υ > 0 or max

∂Ωε
u−ε ≤ −Υ < 0.

Thus there exists {εn} ⊂ R+ with εn → 0 and there exists a sequence {xn} ⊂ ∂Ωεn such
that

u+
εn(xn) ≥ Υ > 0 or u−εn(xn) ≤ −Υ < 0.

Thus, by Lemma 2.3.7, we have

lim
n→∞

V (xn) = V0,

where xn = εnxn and {xn} ⊂ ∂Ω. Hence, up to a subsequence, we have xn → x in ∂Ω and
V (x) = V0, which does not make sense by (V2). Hence, there exists ε > 0 such that (m±ε )
is bounded, for all ε ∈ (0, ε).

We have now to prove that lim
ε→0

m±ε = 0. Then, suppose by contradiction that there

exists δ > 0 and a sequence {εn} ⊂ R+ satisfying

m+
εn ≥ δ > 0

or

m−εn ≤ −δ < 0.

Thus, there exists uεn a solution of (Pεaux) in N±εn such that

m+
εn −

δ

2
< max

∂Ωεn
u+
εn ≤ m

+
εn

or

m−εn ≤ min
∂Ωεn

u−εn < m−εn +
δ

2
.

Hence,

δ

2
= δ − δ

2
≤ m+

εn −
δ

2
< max

∂Ωε
u+
εn ,

min
∂Ωεn

u−εn < m−εn +
δ

2
< −δ +

δ

2
= −δ

2

and then there exists a sequence (xn) ⊂ ∂Ωεn , such that

u+
εn(xn) ≥ δ

2

or

u−εn(xn) ≤ −δ
2
.

Repeating the above arguments, we will get an absurd. Thus, the proof is finished.
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2.4 Proof of Theorem 2

Proof. Let uε be a solution of (Pεaux). By Lemma 2.3.8, there exists ε > 0 such that
|m±ε | <

η
2 , for all ε ∈ (0, ε̄), then (uε − η

2 )+(x) = 0 for a neghborhood from ∂Ωε. Hence,

(uε − η
2 )+ ∈ W 1,p

0 (RN\Ωε) ∩ W 1,q
0 (RN\Ωε) and the function (uε − η

2 )∗+ ∈ W 1,p(RN ) ∩
W 1,q(RN ), where

(uε −
η

2
)∗+(x) =


0 if x ∈ Ωε,

(uε − η
2 )+(x) if x ∈ RN\Ωε.

Using (uε − η
2 )∗+ as test function. Then, by (a1), (b1) and (g3)ii, we have

0 ≤
∫

RN\Ωε

a(|∇uε|p)|∇(uε −
η

2
)∗+|pdx

+

∫
RN\Ωε

[
V0b(|uε|p)|uε|p−2 − V0

β
|uε|q−2

]
((uε −

η

2
)∗+)2dx

+

∫
RN\Ωε

[
V (εx)b(|uε|p)|uε|p−2 − V0

β
|uε|q−2

]
η

2
(uε −

η

2
)∗+dx ≤ 0

The last equality implies

(uε −
η

2
)∗+ = 0, a.e in x ∈ RN\Ωε.

Hence, uε ≤ η
2 for z ∈ RN\Ωε.

Since we can assume m−ε ≤ −
η
2 for ε ∈ (0, ε), working with the function (uε + η

2 )∗−,
it is possible to prove that uε ≥ −η

2 for z ∈ RN\Ωε. This fact implies that |uε| ≤ η
2 for

z ∈ RN\Ωε and by Remark 3 the result follows.

2.5 Exponential decay

Lemma 2.5.1. Consider M,α > 0 and ψ(x) = M exp(−α|x|). Then

i)− div(a (|∇ψ|p) |∇ψ|p−2∇ψ)

= αp−1

[
−pαp+1a′(αpψp)ψ2p−1 + a(αpψp)ψp−1

(
(N − 1)

|x|
− α(p− 1)

)]
,

ii)− div(a (|∇ψ|p) |∇ψ|p−2∇ψ) ≥
(

(N − 1)

|x|
− α(q − 1)

)
a(αpψp)αp−1ψp−1.

Proof. Note that

∂ψ

∂xi
(x) = M exp(−α|x|) ∂

∂xi
(−α|x|) = M exp(−α|x|)(−α)

xi
|x|

= −α xi
|x|
ψ(x),
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which implies |∇ψ| = αψ. Now we show the item i).

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ) = −
N∑
i=1

∂

∂xi

[
a (|∇ψ|p) |∇ψ|p−2 ∂ψ

∂xi

]

= αp−1
N∑
i=1

∂

∂xi

[
a (αpψp)ψp−1 xi

|x|

]

= αp−1
N∑
i=1

[
a′ (αpψp)

∂

∂xi
(αpψp)ψp−1 xi

|x|
+ a(αpψp)

∂

∂xi

(
ψp−1 xi

|x|

)]

= αp−1
N∑
i=1

[
a′ (αpψp)αppψ2p−2 ∂ψ

∂xi

xi
|x|

]

+αp−1
N∑
i=1

[
a(αpψp)

(
|x|2 − x2

i

|x|3
ψp−1 + (p− 1)ψp−2 ∂ψ

∂xi

xi
|x|

)]
= αp−1

[
−pαp+1a′(αpψp)ψ2p−1 + a(αpψp)ψp−1

(
(N − 1)

|x|
− α(p− 1)

)]
.

To show ii) we will use (1.2) and item i). By (1.2) we have

−a′(αpψp)αpψp ≥ −(q − p)
p

a(αpψp),

where we get
−pαp+1a′(αpψp)ψ2p−1 ≥ −αψp−1(q − p)a(αpψp).

Consequently, by i),

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ) ≥
(

(N − 1)

|x|
− α(q − 1)

)
a(αpψp)αp−1ψp−1.

Corollary 2.5.2. Since V (x) ≥ V0 in RN then, for small α > 0,

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ) + k3V0ψ
p−1 +

V0

4
ψq−1 ≥ 0 in RN .

Proof. Using (a1) and Lemma 2.5.1 we obtain that

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ) ≥ −α(q − 1)a(αpψp)αp−1ψp−1

≥ −α(q − 1)
(
k2α

p−1ψp−1 + αq−1ψq−1
)

= −α(q − 1)k2α
p−1ψp−1 − α(q − 1)αq−1ψq−1

Moreover, since V0 > 0 and α > 0 is small we can conclude that

k3V0 − α(q − 1)k2α
p−1 ≥ 0,

and

V0

4
− α(q − 1)αq−1 ≥ 0.

Consequently

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ) + k3V0ψ
p−1 +

V0

4
ψq−1 ≥ 0 in RN .
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Now let us relate the nodal solution uε to the exponential function ψ for small ε.

Proposition 2.5.3. Let uε be the solution found in Theorem 2.2.1 and
v1,ε(x) := u+

ε (x + ỹ1,ε) and v2,ε(x) := u−ε (x + ỹ2,ε) given in Proposition 2.3.2. Setting
ϕi,ε := max{|vi,ε| − ψ, 0} for i = 1, 2, then for ε > 0 small enough, we have∫
RN

a(|∇vi,ε|p)|∇vi,ε|p−2∇vi,ε∇ϕi,ε dx+ k3V0

∫
RN

|vi,ε|p−1ϕi,ε dx+
V0

4

∫
RN

|vi,ε|q−1ϕi,ε dx ≤ 0.

Proof. From Lemma 2.3.3, Lemma 2.3.4 and hypothesis (f1), there exist ρ0 > 0 such that
ε > 0 small enough,

f(|vi,ε|)
|vi,ε|q−1

≤ 3

4
V0, for all |x| ≥ ρ0.

Since ψ(x) := M exp(−α|x|) for x ∈ RN , we can find M̃ > 0 such that if M ≥ M̃ ,
then ϕi,ε := max{|vi,ε| − ψ, 0} ≡ 0 in Bρ0(0) and ϕi,ε ∈ W 1,p(|x| ≥ ρ0) ∩W 1,q(|x| ≥ ρ0).
Therefore, the above inequality and (b1),∫

RN

a(|∇vi,ε|p)|∇vi,ε|p−2∇vi,ε∇ϕi,ε dx+ V0

∫
RN

[
k3|vi,ε|p−1ϕi,ε + |vi,ε|q−1ϕi,ε

]
dx

≤
∫
RN

a(|∇vi,ε|p)|∇vi,ε|p−2∇vi,ε∇ϕi,ε dx+

∫
RN

V (εx+ yi,ε)b(|vi,ε|p)|vi,ε|p−2vi,εϕi,ε dx

≤
∫
RN

f(|vi,ε|)ϕi,ε dx ≤
3V0

4

∫
RN

|vi,ε|q−1ϕi,εdx

and the lemma is proved.

Finally we will show the exponential decay for functions uε.

Proposition 2.5.4. There are ε0 > 0 and C > 0 such that

|uε(z)| ≤ C
[
exp

(
−α
∣∣∣∣z − P 1

ε

ε

∣∣∣∣)+ exp

(
−α
∣∣∣∣z − P 2

ε

ε

∣∣∣∣)],
for all z ∈ RN .

Proof. From [30, Lemma 2.4], we have that〈
a(|x|p)|x|p−2x− a(|y|p)|y|p−2y, x− y

〉
≥ 0, ∀ x, y ∈ RN .

Consider v1,ε(x) := u+
ε (x+ ỹ1,ε), v2,ε(x) := u−ε (x+ ỹ2,ε) and the set

Λi := {x ∈ RN : |x| ≥ ρ0 and |vi,ε| − ψ ≥ 0},

where ψ is the function is given by Lemma 2.5.1, (ỹ1,n) and (ỹ2,n) are given by
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Proposition 2.3.2. Then, using Corollary 2.5.2 and Proposition 2.5.3, we obtain

0 ≥
∫
RN

〈
a(|∇vi,ε|p)|∇vi,ε|p−2∇vi,ε − a(|∇ψ|p)|∇ψ|p−2∇ψ,∇ϕi,ε

〉
dx

+V0k3

∫
RN

(
|vi,ε|p−1 − |ψ|p−1

)
ϕi,ε dx+

V0

4

∫
RN

(
|vi,ε|q−1 − |ψ|q−1

)
ϕi,ε dx

≥ V0k3

∫
RN

(
|vi,ε|p−1 − |ψ|p−1

)
ϕ±dx+

V0

4

∫
RN

(
|vi,ε|q−1 − |ψ|q−1

)
ϕi,εdx

= V0k3

∫
Λi

(
|vi,ε|p−1 − |ψ|p−1

)
(|vi,ε| − ψ)dx

+
V0

4

∫
Λi

(
|vi,ε|q−1 − |ψ|q−1

)
(|vi,ε| − ψ)dx ≥ 0.

Then |Λi| = 0, for i = 1, 2 and consequently

|v1,ε(x)|+ |v2,ε(x)| ≤ 2M exp(−α|x|), ∀ |x| ≥ ρ0.

Considering x = z− ỹi,ε and using Lemma 2.3.6 there exists a constant C > 0 satisfying

|u±ε (z)| ≤ 2M exp

(
−α

∣∣∣∣z − yi,εε

∣∣∣∣) = 2M exp

(
−α

∣∣∣∣z − P iε + εqiε
ε

∣∣∣∣)
≤ 2M exp

(
−α

∣∣∣∣z − P iεε

∣∣∣∣) exp
(
−α

∣∣qiε∣∣) ≤ C exp

(
−α

∣∣∣∣z − P iεε

∣∣∣∣)
(2.5.1)

for all |z − ỹi,ε| ≥ ρ0 and for ε > 0 small enough.
Now we are going to show the inequality (3.5.1) holds, for all z ∈ RN . Since (yi,ε)

converges, it follows that

|z| ≥ ρ0 − |ỹi,ε| = ρ0 −
|yi,ε|
ε

> ρ0 −
1 + |yi,ε|

ε
→ −∞ as ε→ 0.

Then, there exists ε0 > 0 such that

|uε(z)| ≤ C
[
exp

(
−α

∣∣∣∣z − P 1
ε

ε

∣∣∣∣)+ exp

(
−α

∣∣∣∣z − P 2
ε

ε

∣∣∣∣)] , ∀ z ∈ RN and ∀ ε ∈ (0, ε0).
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Chapter 3

Existence and concentration of
positive solutions for a critical p&q
equation

In this chapter we are concerned with a class of problems, named p&q problems type. More
precisely, we show existence and concentration results of positive solutions for the critical
problem given by
−div

(
a (εp|∇u|p) εp|∇u|p−2∇u

)
+ V (z)b (|u|p) |u|p−2u = f(u) + |u|q∗−2u in RN ,

u ∈W 1,p(RN ) ∩W 1,q(RN ),
(Pε)

where ε > 0, 1 < p ≤ q < N and N ≥ 2. We say that a function u ∈W 1,p(RN )∩W 1,q(RN )
is positive solution of (Pε) if u > 0 in RN and∫

RN

εpa(|∇u|p)|∇u|p−2∇u∇v dx+

∫
RN

V (z)b(|u|p)|u|p−2uv dx =

∫
RN

[f(u)v + uq
∗−1v]dx,

for all v ∈ W 1,p(RN ) ∩W 1,q(RN ). The hypotheses on the functions a, b, f and V are the
following:

(a1) the function a is of class C1 and there exist constants k1, k2 ≥ 0 such that

k1t
p + tq ≤ a(tp)tp ≤ k2t

p + tq, for all t > 0;

(a2) the mapping t 7→ a(tp)

tq−p
is nonincreasing for t > 0;

(a3) if 1 < p < 2 ≤ N the mapping t 7→ a(t) is nondecreasing for t > 0. If 2 ≤ p < N the
mapping t 7→ a(tp)tp−2 is nondecreasing for t > 0.

As a direct consequence of (a2) we obtain that the map a and its derivative a′ satisfy

a′(t)t ≤ (q − p)
p

a(t) for all t > 0. (3.0.1)

Now if we define the function h(t) = a(t)t − q
pA(t), using (3.0.1) we can prove that the

function h is decreasing. Then, there exists a positive real constant γ ≥ q
p such that

1

γ
a(t)t ≤ A(t), for all t ≥ 0. (3.0.2)

The hypotheses on the function b are the following:
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(b1) The function b is of class C1 and there exist constants k3, k4 ≥ 0 such that

k3t
p + tq ≤ b(tp)tp ≤ k4t

p + tq, for all t > 0;

(b2) the mapping t 7→ b(tp)

tq−p
is nonincreasing for t > 0.

(b3) if 1 < p < 2 ≤ N the mapping t 7→ b(t) is nondecreasing for t > 0. If 2 ≤ p < N the
mapping t 7→ b(tp)tp−2 is nondecreasing for t > 0.

Using the hypothesis (b2) and arguing as (3.0.1) and (3.0.2), we also can prove that
there exists γ ≥ q

p such that

1

γ
b(t)t ≤ B(t), for all t ≥ 0. (3.0.3)

The nonlinearity f is assumed to be a C1 function with the following hypotheses:

(f1)

lim
|s|→0

f(s)

|s|q−1
= 0.

(f2) There exists q < r < q∗ = qN
N−q such that

lim
|s|→∞

f(s)

|s|r−1
= 0.

(f3) There exists θ ∈ (γp, q∗) such that

0 < θF (s) ≤ f(s)s for s > 0,

where F (s) =

∫ s

0
f(t)dt and γ > 0 was given in (3.0.2);

(f4) s 7→ f(s)

sq−1
is nondecreasing for s > 0.

(f5) There exist τ ∈ (q, q∗) and λ > 1

f(s) ≥ λsτ−1 ∀ s > 0.

Before we give the main result, we need to put some hypotheses on the potential
V ∈ C(RN ).

(V1) There is V0 > 0 such that

0 < V0 ≤ V (z), for all z ∈ RN .

(V2) There exists a bounded domain Ω ⊂ RN such that

0 < V0 = inf
z∈Ω

V (z) < inf
z∈∂Ω

V (z).
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The main result is the following:
Theorem 3. Suppose that a, b, f and V satisfy (a1) − (a3), (b1) − (b3), (f1) − (f5) and
(V1) − (V2) respectively. Then there are ε0 > 0 and λ∗ > 1 such that (Pε) has a positive
solution wε ∈W 1,p(RN )∩W 1,q(RN ), for every ε ∈ (0, ε0) and for every λ > λ∗. In addition,
if Pε is the maximum point of wε, then

lim
ε→0

V (Pε) = V0.

Moreover, there are positive constants C and α such that

|wε(z)| ≤ C exp

(
−α
∣∣∣∣z − Pεε

∣∣∣∣),
for all ε ∈ (0, ε0) and for all z ∈ RN .

This chapter is organized as follows. In Section 3.1 we define an auxiliary problem using
the penalization argument introduced by Del Pino and Felmer [26]. The existence of solution
for the auxiliary problem was showed in Section 3.2. In order to show the concentration
result, in Section 3.2 we studied the autonomous problem. The concentration result was
showed in Section 3.3. In Section 3.4 we showed that the solutions of the auxiliary problem
are solutions of the original problem. In Section 3.5 we showed the exponential decay
of these solutions. To conclude the paper, we showed in an appendix the existence of a
problem in a bounded domain that was important to overcome the lack of compactness.

3.1 Variational framework and an auxiliary problem

To prove Theorem 3, we will work with the problem below, which is equivalent to (Pε) by
change variable z = εx, which is given by

{
−div

(
εa (|∇u|p) |∇u|p−2∇u

)
+ V (εx)b (|u|p) |u|p−2u = f(u) + |u|q∗−2u in RN ,

u ∈W 1,p(RN ) ∩W 1,q(RN ),
(P̃ε)

where ε > 0, N ≥ 2 and 1 < p ≤ q < N .
In order to obtain solutions of (P̃ε), consider the following subspace ofW 1,p(RN )

⋂
W 1,q(RN )

given by

Wε :=

{
v ∈W 1,p(RN ) ∩W 1,q(RN ) :

∫
RN

V (εx)b(|v|p)|v|pdx < +∞
}
,

which is a Banach space when endowed with the norm

‖u‖ = ‖u‖1,p + ‖u‖1,q,

where

‖u‖1,m =

(∫
RN
|∇u|mdx+

∫
RN

V (εx)|u|mdx
) 1
m

, for m ≥ 1.

Since the approach is variational, consider the energy functional associated Jε : Wε → R
given by

Jε(v) =
1

p

∫
RN

A (|∇v|p) dx+
1

p

∫
RN

V (εx)B (|v|p) dx−
∫
RN

F (v)dx− 1

q∗

∫
RN

vq
∗

+ dx,
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where u+ = max{u, 0}. By standard arguments, one can prove that Jε ∈ C1(Wε,R). As
we are interested in nonnegative solutions we can assume that f(s) = 0 for s ≤ 0.

Let β be a positive number satisfying β > max

{
pγθ

q(θ − pγ)
,
V0pγ

q
, 1

}
, where θ was given

in (f3) and V0 appeared in (V1). From (f4), there exists η > 0 such that
f(η) + ηq

∗−1

ηq−1
=
V0

β
.

Then, using the above numbers, we define the function of C1 class given by

f̃(s) =



0 if s ≤ 0,

f(s) + sq
∗−1 if 0 < s ≤ η

2 ,

V0

β
|s|q−2s if s > η.

We now define the function

g(z, s) := χΩ(z)[f(s) + (s+)q
∗−1] + (1− χΩ(z))f̃(s),

and the auxiliary problem{
−div

(
εa (|∇u|p) |∇u|p−2∇u

)
+ V (εx)b (|u|p) |u|p−2u = g(εx, u) in RN ,

u ∈Wε,
(Pεaux)

where χΩ is the characteristic function of the set Ω. It is easy to check that (f1) − (f4)
imply that g is a Carathéodory function and for x ∈ RN , the function s → g(εx, s) is of
class C1 and satisfies the following conditions, uniformly for x ∈ RN :

lim
|s|→0

g(εx, s)

|s|q−1
= 0 (g1)

g(εx, s) ≤ f(s) + sq
∗−1, ∀ s > 0 and x ∈ RN (g2)

0 < θG(εx, s) ≤ g(εx, s)s, ∀εx ∈ Ω and ∀s > 0 (g3)i

and

0 < qG(εx, s) ≤ g(εx, s)s ≤ 1

β
V (εx)|s|q, ∀εx 6∈ Ω and ∀s > 0, (g3)ii

where G(εx, s) =

∫ s

0
g(εx, t)dt.

The function

s→ g(εx, s)

|s|q−1
is nondecreasing. (g4)

Remark 5. Note that, for z = εx, if uε is a positive solution of (Pεaux) with |uε(z)| ≤ η
2

for every εx ∈ RN \ Ω, then uε(x) is also a positive solution of (Pε).

3.2 Existence of ground state for the auxiliary problem

Hereafter, let us denote by Iε : Wε → R the functional given by

Iε(v) =
1

p

∫
RN

A (|∇v|p) dx+
1

p

∫
RN

V (εx)B (|v|p) dx−
∫
RN

G(εx, v)dx.
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We denote by Nε the Nehari manifold of Iε, that is,

Nε := {u ∈Wε \ {0} : 〈I ′ε(u), u〉 = 0}

and define the number bε by setting

bε := inf
u∈Nε

Iε(u). (3.2.1)

Using (f1), (f2) and (g2) we have: for every ξ > 0 there exists Cξ such that

|g(εx, s)| ≤ ξ|s|q−1 + Cξ|s|r−1 + |s|q∗−1 for all x ∈ RN , s ∈ R. (3.2.2)

Then, by definition of g and (3.2.2), there is rε > 0 such that

‖u‖ ≥ rε > 0 for all u ∈ Nε. (3.2.3)

The main result in this section is:

Theorem 3.2.1. Let a satisfying (a1)−(a3), b satisfying (b1)−(b3), f satisfying (f1)−(f5)
and V such that (V1)−(V2) hold. Then, there is λ∗ > 1 such that (Pεaux) has positive solution
uε ∈W 1,p(RN )∩W 1,q(RN ), for every λ > λ∗. Moreover, if Pε

ε is the maximum point of uε
then

lim
ε→0

V (Pε) = V0.

In order to use the Mountain Pass Theorem [14], we define the Palais-Smale compactness
condition. We say that a sequence (un) ⊂ Wε is a Palais-Smale sequence at level c for the
functional Iε if

Iε(un)→ c and ‖I ′ε(un)‖ → 0 in (Wε)
′,

where

c := inf
η∈Γ

max
t∈[0,1]

Iε(η(t)) > 0 and Γ := {η ∈ C([0, 1], X) : η(0) = 0, Iε(η(1)) < 0}.

If every Palais-Smale sequence of Iε has a strong convergent subsequence, then one says
that Iε satisfies the Palais-Smale condition ((PS) for short).

Lemma 3.2.2. The functional Iε satisfies the following conditions

(i) There are α, ρ > 0 such that

Iε(u) ≥ α, if ‖u‖ = ρ

.

(ii) For any u ∈ C∞0 (Ωε, [0,∞)), we have

lim
t→∞

Iε(tu) = −∞.

Proof. Using (a1), (b1) and (3.2.2) we obtain

Iε(u) ≥ min{k1, k3}
p

‖u‖p1,p +
1

q
‖u‖q1,q −

ξ

p

∫
RN

|u|pdx−
Cξ
r

∫
RN

|u|rdx− 1

q∗

∫
RN

|u|q∗dx.
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By Sobolev embeddings, choosing ξ > 0 appropriate and taking ‖u‖ < 1 there are positive
constants C1, C2, C3, such that

Iε(u) ≥ C1

[
‖u‖p1,p + ‖u‖q1,q

]
− C2‖u‖r − C3‖u‖q

∗ ≥ C4‖u‖q − C2‖u‖r − C3‖u‖q
∗
.

Then the item (i) follows.
Now we show that the item (ii) holds. Consider a positive function w ∈ C∞0 (Ωε), t > 0

and using (a1), (b1), (f3) and Sobolev embedding, we have

Iε(tw) ≤ tp

p
max{k2, k4}‖w‖p1,p +

tq

q
‖w‖q1,q −

tq
∗

q∗

∫
Ωε

|w|q∗dx

this proves the second item.

Hence, there exists a Palais-Smale sequence (un) ⊂ Wε at level cε. Using (a2), (b2) and
(f4), it is possible to prove that

cε = bε = inf
u∈Wε\{0}

sup
t≥0

Iε(tu),

where bε was defined in (3.2.1).
In order to prove the Palais-Smale condition, we need to prove the next lemma.

Lemma 3.2.3. Let (un) be a (PS)d sequence for Iε, then the sequence (un) is bounded Wε.
Moreover, for each ξ > 0 there exists R = R(ξ) > 0 such that

lim sup
n→∞

∫
RN\BR(0)

[a(|∇un|p)|∇un|p + V (εx)b(|un|p)|un|p]dx < ξ.

Proof. Since (un) is a (PS)d sequence for functional Id, then using (3.0.1), (3.0.3), (gi) and
(gii) we have that

on(1) + d+ on(1)‖un‖ = Iε(un)− 1

θ
I ′ε(un)un

≥
(

1

pγ
− 1

θ

) ∫
RN

[a(|∇un|p)|∇un|p + [1 + µV (x)] b(|un|p)|un|p] dx

− 1

β

∫
RN

[|∇u|q + V (εx)|u|q] dx

≥
(

1

pγ
− 1

θ

)(
min{k1, k3}‖un‖p1,p +

(
1− 1

β

)
‖un‖q1,q

)
.

Then, arguing as the [6, Lemma 2.3] , we can concluded that (un) is bounded in Wε.
Let ηR ∈ C∞(RN ) such that ηR(x) = 0 if x ∈ BR/2(0) and ηR(x) = 1 if x 6∈ BR(0),

with 0 ≤ ηR(x) ≤ 1 and |∇ηR| ≤
C

R
, where C is a constant independent of R. Since the

sequence (ηRun) is bounded in Wε, and fixing R > 0 such that Ωε ⊂ BR/2(0) we obtain, by
definition of the functional Iε,∫

RN\BR(0)

[
a(|∇un|p)|∇un|p + V (εx)b(|un|p)|un|p

]
dx = Iε(un)unηR +

∫
RN

g(εx, un)unηRdx

−
∫
RN

una(|∇un|p)|∇un|p−2∇un∇ηRdx+ on(1).
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Using (g3)ii we estimate(
1− 1

β

)∫
RN\BR(0)

[
a(|∇un|p)|∇un|p + V (εx)b(|un|p)|un|p

]
dx

≤
∫
RN
|un|a(|∇un|p)|∇un|p−1|∇ηR|dx+ on(1).

As (un) is bounded in Wε and |∇ηR| ≤
C

R
. Passing to the limit in the last estimate, we get

lim sup
n→∞

∫
RN\BR

[a(|∇un|p)|∇un|p + V (εx)b(|un|p)|un|p]dx < ξ.

for some R sufficiently large and for some fixed ξ > 0.

In the next result we show that the functional Iε satisfies the Palais-Smale condition
for some levels. For this work we are denoting by S the best Sobolev constant for the
embedding of D1,q(RN ) into Lq

∗
(RN ), that is, the largest positive constant S such that

S

(∫
RN
|u|q∗dx

) q
q∗

≤
∫
RN
|∇u|qdx for every u ∈W 1,q(RN ). (3.2.4)

Lemma 3.2.4. The functional Iε satisfies the Palais-Smale condition at any level

d <

(
1

θ
− 1

q∗

)
SN/q.

Proof. Let (un) ⊂ Wε be a Palais-Smale sequence at level d <

(
1

θ
− 1

q∗

)
SN/q for the

functional Iε. Arguing as Lemma [6, Lemma 2.3] we have that (un) is bounded in Wε.
Then by Sobolev embeddings we deduce, up to a subsequence, that

un ⇀ u weakly in Wε,
∇un(x)→ ∇u(x) a.e in RN ,
un → u strongly in Lsloc(RN ) for any p ≤ s < q∗,
un(x)→ u(x) for a.e x ∈ RN .

(3.2.5)

Using the same kind of ideias contained [6, Lemma 2.3], we may conclude that u is a
critical point of Iε. From Lemma 3.2.3 and for each ξ > 0 given there exists R > 0 such
that

lim sup
n→∞

∫
RN\BR(0)

[a(|∇un|p)|∇un|p + V (εx)b(|un|p)|un|p]dx < ξ.

This inequality, (a1), (b1), (f1), (f2), (g2) and the Sobolev embeddings imply, for n large
enough, there exists a positive constant C1 such that∣∣∣∣∣∣∣

∫
RN\BR(0)

g(εx, un)undx

∣∣∣∣∣∣∣ ≤ C1

(
ξ + ξr/q + ξq

∗/q
)
. (3.2.6)

On the other hand, taking R large enough, we suppose that∣∣∣∣∣∣∣
∫

RN\BR(0)

g(εx, u)udx

∣∣∣∣∣∣∣ < ξ. (3.2.7)
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Therefore, by (3.2.6) and (3.2.7),∫
RN\BR(0)

g(εx, un)undx =

∫
RN\BR(0)

g(εx, u)u dx+ on(1). (3.2.8)

We claim that∫
BR(0)∩(RN\Ωε)

g(εx, un)undx =

∫
BR(0)∩(RN\Ωε)

g(εx, u)u dx+ on(1). (3.2.9)

Indeed, we have, in view of the definition of g,

g(εx, un)un ≤ f(un)un +
(η

2

)q∗
+
V0

β
|un|q for any x ∈ RN\Ωε.

Since the set BR(0)∩ (RN\Ωε) is bounded we can use the above estimate, (f1), (f2), (3.2.5)
and Lebesgue’s Theorem to conclude that the convergence (3.2.9) holds.

Finally, we now prove the following convergence∫
Ωε

|un|q
∗
dx =

∫
Ωε

|u|q∗ dx+ on(1). (3.2.10)

Since (un) is bounded in Wε and using the Lions’s Concentration Compactness Principle
[39], we may suppose that

|∇un|q ⇀ µ and |un|q
∗
⇀ ν.

Then we obtain an at most countable index set Γ, sequences (xi) ⊂ RN and (µi), (νi) ⊂
(0,∞), such that

µ ≥ |∇u|q +
∑
i∈Γ

µiδxi, ν = |u|q∗ +
∑
i∈Γ

νiδxi and Sν
q/q∗

i ≤ µi, (3.2.11)

for all i ∈ Γ, where δxi is the Dirac mass at xi ∈ RN . Thus it is sufficient to show that
{xi}i∈Γ∩Ωε = ∅. Then, we suppose by contradiction that xi ∈ Ωε for some i ∈ Γ. Consider
R > 0 and the function ψR := ψ(xi − x), where ψ ∈ C∞0 (RN , [0, 1]) is such that ψ ≡ 1 in
BR(xi), ψ ≡ 0 in RN\B2R(xi), |∇ψ|∞ ≤ 2, where R > 0 will be chosen in such way that
the support of ψ is contained in Ωε. Then, as (ψRun) is bounded and I ′ε(un)ψRun = on(1),∫

RN
una(|∇un|p)|∇un|p−2∇un · ∇ψR dx+

∫
RN

ψRa(|∇un|p)|∇un|p dx

+

∫
RN

ψRV (εx)b(|un|p)|un|p dx =

∫
RN

f(x, un)ψRun dx+

∫
RN

ψR|un|q
∗
dx+ on(1).

Note that, using (a1), (b1) and that the function f has subcritical growth, we have

lim
R→0

[
lim
n→∞

∫
RN

una(|∇un|p)|∇un|p−2∇upn · ∇ψR dx

]
= 0,

lim
R→0

[
lim
n→∞

∫
RN

V (εx)b(|un|p)|un|pψR dx

]
= 0,

and

lim
R→0

[
lim
n→∞

∫
RN

f(x, un)ψRundx

]
= 0.
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Therefore, by (a1) again,∫
RN

ψR|∇un|qdx ≤
∫
RN

|un|q
∗
ψRdx+ on(1).

Since ψR has compact support and letting n→∞ in the above expression, we see that∫
RN

ψRdµ ≤
∫
RN

ψRdν,

which implies
µi ≤ νi.

From this inequality and (3.2.11) one easily sees that SN/q ≤ νi. As β >
pγθ

q(θ − pγ)
and

SN/q ≤ νi we have, by previous arguments,

c = Iε(un)− 1

θ
I ′ε(un)un + on(1) ≥

(
θ − pγ
pγθ

− 1

qβ

)
‖un‖q1,q +

(
1

θ
− 1

q∗

)∫
Ωε

|un|q
∗
dx+ on(1)

≥
(

1

θ
− 1

q∗

)∫
Ωε

ψR|un|q
∗
dx+ on(1).

Hence, taking the limit and using (3.2.11), we get

c ≥
(

1

θ
− 1

q∗

)∑
i∈Γ

ψR(xi)νi =

(
1

θ
− 1

q∗

)
νi ≥

(
1

θ
− 1

q∗

)
SN/q

which does not make sense. Thus we obtain the convergence (3.2.10).
Therefore ∫

RN

g(εx, un)un dx =

∫
RN

g(εx, u)u dx+ on(1). (3.2.12)

Finally, we prove that, up to a subsequence, un → u in Wε. Since I ′ε(un)un = on(1),
I ′ε(u) = 0, (3.2.12) and Fatou’s Lemma we have

0 ≤
∫
RN

[a(|∇un|p)|∇un|p − a(|∇u|p)|∇u|p] dx+

∫
RN

V (εx) [b(|un|p)|un|p − b(|u|p)|u|p] dx

+

∫
RN

[g(εx, u)u− g(εx, un)un] dx = on(1).

Then, using (a1) and (b1), we obtain ‖un−u‖ = on(1), that is, the sequence (un) converges
strongly to u.

Let us now consider the following problem{
−k2∆pu−∆qu+ V∞(k4|u|p−2u+ |u|q−2u) = |u|τ in Ω,

u ∈W 1,q
0 (Ω),

(P∞)

where τ is the constant which appears in the hypothesis (f5) and V∞ is a positive constant.
We have associated to problem (P∞) the functional

I∞(u) =
1

p

∫
Ω

[k2|∇u|p + V∞k4|u|p] dx+
1

q

∫
Ω

[|∇u|q + V∞|u|q] dx−
1

τ

∫
Ω

|u|τdx
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and the associated Nehari manifold

N∞ = {u ∈W 1,q
0 (Ω) : u 6= 0 and I ′∞(u)u = 0}.

From Appendix A there exists wτ ∈W 1,q
0 (Ω) such that

I∞(wτ ) = c∞, I
′
∞(wτ ) = 0

and

c∞ ≥
(
τ − q
τq

) ∫
RN

|wτ |τdx. (3.2.13)

Since λ is the parameter which appears in the hypothesis (f5) we have the following result.

Lemma 3.2.5. There exists λ∗ > 1, such that if λ > λ∗, then cε <

(
1

θ
− 1

q∗

)
SN/q.

Proof. First of all, by the hypotheses (a1), (b1) and (f5), we obtain∫
RN

a(|∇wτ |p)|∇wτ |pdx+

∫
RN

V (εx)b(|wτ |p)|wτ |pdx ≤
∫
Ω

[k2|∇wτ |p + V∞k4|wτ |p] dx

+

∫
Ω

[|∇wτ |q + V∞|wτ |q] dx =

∫
Ω

|wτ |τdx ≤
∫
Ω

f(wτ )wτdx ≤
∫
RN

g(εx, wτ )wτdx,

where V∞ := max
x∈Ω

V (x). This inequality implies that I ′ε(w
±
τ )w±τ ≤ 0, and then there exists

t ∈ (0, 1) such that twτ ∈ Nε.
Using (a1), (b1) and (f5), we obtain

cε ≤ Iε(twτ )

≤ tp

p

∫
Ω

[k2|∇wτ |p + V∞k4|wτ |p] dx+
tq

q

∫
Ω

[|∇wτ |q + V∞|wτ |q] dx−
λ

τ
tτ
∫
Ω

|wτ |τdx.

Since t ∈ (0, 1), p ≤ q and I ′∞(wτ )wτ = 0, we get

cε ≤ Iε(twτ )

≤ tp

p

∫
Ω

[k2|∇wτ |p + V∞k4|wτ |p] dx+
tp

p

∫
Ω

[|∇wτ |q + V∞|wτ |q] dx−
λ

τ
tτ
∫
Ω

|wτ |τdx

=

[
tp

p
− λt

τ

τ

] ∫
Ω

|wτ |τdx ≤ max
s≥0

[
sp

p
− λs

τ

τ

] ∫
Ω

|wτ |τdx.

Using (3.2.13), we have

cε ≤ max
s≥0

[
sp

p
− λs

τ

τ

]
c∞qτ

(τ − q)
≤
[

τ − p
pλp/(τ−p)

]
c∞q

(τ − q)

By some straight forward algebric manipulations, we get

cε ≤
[

τ − p
pλp/(τ−p)

]
c∞q

(τ − q)
.

Then, if we choose λ > λ∗ := max

{
1,

[
(τ−p)
(τ−q)

q
p

θq∗

(q∗−θ)
c∞
SN/q

](τ−p)/p
}

in the hypothesis (f5),

the proof is complete.

73



Proof of the Theorem 3.2.1

Proof. The proof is a consequence of Lemma 3.2.2, Lemma 3.2.4 and Lemma 3.2.5.

The Autonomous Problem

In order to prove the concentration result, we consider the following problem{
−div

(
a(|∇u|p)|∇u|p−2∇u

)
+ V0b(|u|p)|u|p−2u = f(u) + |u|q∗−1 in RN

u ∈W 1,p(RN ) ∩W 1,q(RN )
(P0)

which the functional associated I0 is given by

I0(u) =
1

p

∫
RN

[A(|∇u|p) + V0B(|u|p)]dx−
∫
RN

F (u)dx− 1

q∗

∫
RN

|u|q∗dx,

and the corresponding Nehari manifold is given by

N0 = {u ∈W 1,p(RN ) ∩W 1,q(RN )\{0}; I ′0(u)u = 0}.

We also define
c0 = inf

N0

I0.

Using the same arguments of prove of Lemma 3.2.5, we conclude that

c0 <

(
1

θ
− 1

q∗

)
SN/q. (3.2.14)

The next result allows to show that problem (P0) has a solution that reaches c0.

Lemma 3.2.6. Let (un) ⊂ N0 be a sequence such that I0(un) → c0. Then there are a
sequence (yn) ⊂ RN and constants R, η > 0 such that

lim sup
n→∞

∫
BR(yn)

|un|qdx ≥ η. (3.2.15)

Proof. Suppose that (3.2.15) is not satisfied. Since (un) is bounded in W 1,p(RN )∩W 1,q(RN )
we have, by in [40, Lemma 2.1],

lim
n→∞

∫
RN

|un|sdx = 0 for all s ∈ (q, q∗).

Hence, from (f1)− (f3), ∫
RN

f(un)undx = on(1).

Since we also have (g3) and that I ′εn(un)un = on(1), we get∫
RN

|un|q
∗
dx =

∫
RN

[a(|∇un|p)|∇un|pdx+ V0b(|un|p)|un|p] dx+ on(1) := l
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We claim that l > 0. Indeed, if the claim is not true then, by (a1) and (b1), we have c0 = 0
which is a contradiction. Therefore

lim
n→∞

∫
RN

|un|q
∗
dx = l > 0. (3.2.16)

By definition of the constant S, we have

S ≤

∫
RN
|∇un|qdx ∫

RN

|un|q
∗
dx

q/q∗
≤ lq/N . (3.2.17)

Thus, using (3.0.2), (3.0.3) and (f3), we deduce that

c0 + on(1) = I0(un)− 1

θ
I0(un)un ≥

(
1

θ
− 1

q∗

) ∫
RN

|un|q
∗
dx+ on(1).

Using (3.2.16), (3.2.17) and that c0 > 0, we obtain c0 ≥
(

1

θ
− 1

q∗

)
SN/q which is a contra-

diction with (3.2.14).

Now we are ready to show that the problem (P0) has a solution that reaches c0.

Lemma 3.2.7. (A Compactness Lemma) Let (un) ⊂ N0 be a sequence satisfying
I0(un) → c0. Then there exists a sequence (ỹn) ⊂ RN such that, up to a subsequence,
vn(x) = un(x+ ỹn) converges strongly in W 1,p(RN ) ∩W 1,q(RN ).
In particular, there exists a minimizer for c0.

Proof. Applying Ekeland’s Variational Principle (see Theorem 8.5 in [62]), we may suppose
that (un) is a (PS)c0 for I0. Since (un) is bounded in W 1,p(RN )∩W 1,q(RN ) we can assume,
up to subsequences, that un ⇀ u in W 1,p(RN ) ∩W 1,q(RN ).

Using arguments found in [6, Lemma 2.3], we have that

∇un(x)→ ∇u(x) a.e in RN and I ′0(u) = 0. (3.2.18)

Then, by (3.0.2), (3.0.3) and the Fatou’s Lemma,

0 ≤ 1

p

∫
RN

[A(|∇u|p) + V0B(|u|p)] dx− 1

θ

∫
RN

[a(|∇u|p)|∇u|p + V0B(|u|p)|u|p] dx

≤ lim inf
n→+∞

1

p

∫
RN

[A(|∇un|p) + V0B(|un|p)] dx

−1

θ

∫
RN

[a(|∇un|p)|∇un|p + V0B(|un|p)|un|p] dx


Hence, if u ∈ N0,

c0 ≤ I0(u)− 1

θ
I ′0(u)u ≤ lim inf

n→+∞

[
I0(un)− 1

θ
I ′0(un)un

]
= lim

n→+∞
I0(un) = c0.
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By (3.2.18), (a1), (b1) and Lebesgue’s theorem we conclude that un → u in W 1,p(RN ) ∩
W 1,q(RN ). Consequently, I0(u) = c0 and the sequence (ỹn) is the sequence null.

If u ≡ 0, then in that case we cannot have un → u strongly in W 1,p(RN ) ∩W 1,q(RN )
because cV0 > 0. Hence, using Lemma 3.2.6, there exists a sequence {ỹn} ⊂ RN such that

vn ⇀ v in W 1,p(RN ) ∩W 1,q(RN ),

where vn := un(x + ỹn). Therefore, (vn) is also a (PS)c0 sequence for I0 and v 6≡ 0. It
follows from the above arguments that, up to a subsequence, (vn) converges strongly in
W 1,p(RN ) ∩W 1,q(RN ) and the proof is complete.

3.3 Concentration results

In this section we prove some technical results in order to show the concentration result.

Proposition 3.3.1. Let εn → 0 and (un) ⊂ Nεn be such that Iεn(un) → c0. Then there
exists a sequence (ỹn) ⊂ RN such that vn(x) := un(x+ ỹn) has a convergent subsequence in
W 1,p(RN ) ∩W 1,q(RN ). Moreover, up to a subsequence, yn → y ∈ Ω, where yn = εnỹn.

Proof. Since V satisfies (V1) and c0 > 0, we repeat the same arguments in Lemma 3.2.6 to
conclude that there exist positive constants R and β̃ and a sequence (ỹn) ⊂ RN such that

lim inf
n→∞

∫
BR(ỹn)

| un |q≥ β̃ > 0.

Since the sequence (un) is bounded in W 1,p(RN ) ∩W 1,q(RN ) we immediately obtain, up
to a subsequence, vn ⇀ v 6≡ 0 in W 1,p(RN ) ∩W 1,q(RN ), where vn(x) := un(x + ỹn). Let
tn > 0 be such that

ṽn = tnvn ∈ N0. (3.3.1)

Then, since un ∈ Nεn , we have

c0 ≤ I0(ṽn) ≤ Iεn(ṽn) ≤ Iεn(vn) = Iεn(un) = c0 + on(1), (3.3.2)

which implies that I0(ṽn)→ c0, as n→ +∞.
From boundedness of (vn) and (3.3.2), we obtain that (tn) is bounded. As a conse-

quence, the sequence (ṽn) is also bounded in W 1,p(RN ) ∩W 1,q(RN ) which implies, up to a
subsequence, ṽn ⇀ ṽ weakly in W 1,p(RN ) ∩W 1,q(RN ).

Note that we can assume that tn → t0 > 0. Then, this limit implies that ṽ 6≡ 0. From
Lemma 3.2.7, we conclude that ṽn → ṽ in W 1,p(RN ) ∩ W 1,q(RN ) and this implies that
vn → v in W 1,p(RN ) ∩W 1,q(RN ).

To conclude the proof of this proposition, we consider yn := εnỹn. Our goal is to show
that (yn) has a subsequence, still denoted by (yn), satisfying yn → y for y ∈ Ω. First of
all, we claim that (yn) is bounded. Indeed, suppose that there exists a subsequence, still
denote by (yn), verifying |yn| → ∞. From (a1), (b1) and (V1) we have∫

RN

[k1|∇vn|p + |∇vn|q] dx+ V0

∫
RN

[k3|vn|p + |vn|q] dx ≤
∫
RN

g(εnx+ yn, vn)vndx.

Fix R > 0 such that BR(0) ⊃ Ω and let XBR(0) be the characteristic function of BR(0).

Since XBR(0)(εx+ yn) = on(1) for all x ∈ BR(0) and vn → v in W 1,p(RN )∩W 1,q(RN ), then∫
RN

XBR(0)(εx+ yn)g(εx+ yn, vn)vndx = on(1).
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By definition of f̃ we obtain that∫
RN

[k1|∇vn|p + |∇vn|q] dx+ V0

∫
RN

[k3|vn|p + |vn|q] dx ≤
∫

RN\BR(0)

f̃(vn)vndx+ on(1)

≤ V0

β

∫
RN

|vn|qdx+ on(1).

It follows that vn → 0 in W 1,p(RN ) ∩W 1,q(RN ), obtain this way a contradiction because
c0 > 0.

Hence (yn) is bounded and, up to a subsequence,

yn → y ∈ RN .

Arguing as above, if y 6∈ Ω we will obtain again vn → 0 in W 1,p(RN ) ∩W 1,q(RN ), and
then y ∈ Ω. Now if V (y) = V0, we have y 6∈ ∂Ω and consequently y ∈ Ω. Suppose by
contradiction that V (y) > V0. Then, we have

c0 = I0(ṽ) <
1

p

∫
RN

A(|∇ṽ|p)dx+
1

p

∫
RN

V (y)B(|ṽ|p)dx−
∫
RN

F (ṽ)dx−
∫
RN

|ṽ|q∗dx.

Using the fact that ṽn → ṽ in W 1,p(RN ) ∩W 1,q(RN ), from Fatou’s Lemma we obtain

c0 < lim inf
n→∞

[
1

p

∫
RN

A(|∇ṽn|p)dx+
1

p

∫
RN

V (εnz + yn)B(|ṽn|p)dx−
∫
RN

F (ṽn)dx−
∫
RN

|ṽn|q
∗
dx.

]

Since un ∈ Nεn , this implies that

c0 < lim inf
n→∞

Iεn(tnun) ≤ lim inf
n→∞

Iεn(un) = c0,

obtaining a contradiction.

Lemma 3.3.2. Let (εn) be a sequence such that εn → 0 and (un) ⊂ Nεn a solution of prob-
lem (Pεaux). Then (vn) converges uniformly on compacts of RN , where
vn(x) := un(x+ ỹn). Moreover, given ξ > 0, there exist R > 0 and n0 ∈ N such that

‖vn‖L∞(RN\BR(0)) < ξ for all n ≥ n0,

where (ỹn) is the sequence of Proposition 3.3.1.

Proof. Note that vn is a solution of problem{
−div

(
a (|∇vn|p) |∇vn|p−2∇vn

)
+ V (εx+ yn)b (|vn|p) |vn|p−2vn = g(εx+ yn, vn) in RN ,

vn ∈Wε,

where yn = εnỹn. Adapting some arguments explored in [6, Lemma 5.5], we have that the
sequence (vn) is bounded in L∞(RN ) and there exist R > 0 and n0 ∈ N such that

‖vn‖L∞(RN\BR(0) < ξ, for all n ≥ n0.

Then, for any bounded domain Ω′ ⊂ RN , from (g1)− (g2) and continuity of V there exists
C > 0 such that

|V (εx+ yn)vp−1
n − g(εx+ yn, vn)| ≤ C, for all n ∈ N.
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Hence,
|V (εx+ yn)vp−1

n − g(εx+ yn, vn)| ≤ C + |∇vn|p, for all n ∈ N.

Considering Ψ(x) = C, we get that Ψ ∈ Lt(Ω′) with t > p
p−1N . From [28, Theorem 1], we

have
‖∇vn‖ ∈ L∞loc(RN ).

Therefore, for all compact K ⊂ Ω′ there exists a constant C0 > 0, dependent only on C,N, p
and dist(K, ∂Ω′), such that

|∇vn|∞,K ≤ C0.

Then,
|vn|C0,ν

loc (RN )
≤ C, for all n ∈ N and 0 < ν < 1.

From Schauder’s embedding, (vn) has a subsequence convergent in C0,ν
loc (RN ).

Lemma 3.3.3. Given ε > 0, the solution uε of problem (Pεaux) satisfies

lim
ε→0

Iε(uε) = cV0 .

Proof. Consider z0 ∈ Ω such that V (z0) = V0. Let us now consider R > 0 and set Q ∈
∂BR(z0). If necessary, take R small enough such that B(Q,R/4) ⊂ Ω. Taking ψ : RN → R
such that ψ ≡ 1 in B(Q,R/4) and ψ ≡ 0 in RN\B(Q,R/2).

Let w0 ∈W 1,p(RN )∩W 1,q(RN ) be a ground-state positive solution of the problem (P0)
which satisfies c0 = I0(w0) (see Lemma 3.2.7). Then, we consider the function wε : RN → R
be given by

wε(x) := ψi(εx)w0

(
x− z0

ε

)
∈Wε

and tε > 0, such that tεwε ∈ Nε. Then, with a direct computation, we have

Iε(uε) ≤ Iε(tεwε) = c0 + oε(1).

Finally, taking R → 0 in the last inequality and using the continuity of the minimax
function (see [13], [51]) we get

lim sup
ε→0

Iε(uε) ≤ c0.

Let tε,0 > 0 be such that tε,0uε ∈ N0. Then,

c0 ≤ I0(tε,0uε) ≤ Iε(tε,0uε) ≤ Iε(uε)

and the proof is complete.

Lemma 3.3.4. Let (εn) be a sequence such that εn → 0 and for each n ∈ N, let (un) ⊂ Nεn
be a solution of problem (Pεaux). Then, there are δ∗ > 0 and n0 ∈ N such that, for
vn(x) = un(x+ ỹn), we have

vn(x) ≥ δ∗, for all x ∈ BR(0) and n ≥ n0,

where R > 0 and (ỹn) were given in Lemma 3.3.2.
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Proof. Suppose, by contradiction, that ‖un‖L∞(|x|<R) = ‖un‖L∞(|x−ỹn|<R) → 0. By Lemma
3.3.2, we have ‖vn‖L∞(RN ) → 0. It follows from (f1) that

|f(vn) + vq
∗−1
n | ≤ V0

2
|vn|q−1 for n sufficient large. (3.3.3)

Thus, ∫
RN

a(|∇vn|p)|∇vn|pdx +

∫
RN

V (εnx+ yn)b(|vn|p)|vn|pdx

=

∫
RN

f(vn)vndx+ on(1)

≤ V0

2

∫
RN
|vn|qdx+ on(1),

which implies from (a1) and (b1) that,

‖u±n ‖Wεn
→ 0,

which is a contradiction with Lemma 3.3.3.

We are now ready to show the concentration of the ground state solution.

Lemma 3.3.5. If Pε
ε is the maximum point of uε, then

lim
ε→0

V (Pε) = V0.

Proof. We first notice that using Lemma 3.3.4 there exist δ∗ > 0 and n0 ∈ N such that

vn(qn) := max
z∈RN

vn(z) = un(qn + ỹn) ≥ un(x) ≥ δ∗, for all n ≥ n0, for all x ∈ BR(0).

We claim that (qn) is bounded, otherwise using Lemma 3.3.2 and 3.3.4, there exists R∗ > 0
such that ‖vn‖L∞(RN\BR∗ ) ≤ δ∗

2 , which implies that |vn(qn)| ≤ δ∗

2 , where we obtain a
contradiction.

Then, Pεn = εnqn + yn which implies

lim
n→+∞

Pεn = lim
n→+∞

yn = y ∈ Ω.

Hence from continuity of V it follows that

lim
n→+∞

V (Pεn) = V (y) ≥ V0.

We claim that V (y) = V0. Indeed, suppose by contradiction that V (y) > V0. Then, we
have

c0 = I0(ṽ) <
1

p

∫
RN

A(|∇ṽ|p)dx+
1

p

∫
RN

V (y)B(|ṽ|p)dx−
∫
RN

F (ṽ)− 1

q∗

∫
RN

|ṽ|q∗dx.

Using that ṽn → ṽ in W 1,p(RN ) ∩W 1,q(RN ) we obtain, from Fatou’s Lemma,

c0 < lim inf
n→∞

[
1

p

∫
RN

A(|∇ṽn|p)dx+
1

p

∫
RN

V (εnz + yn)B(|ṽn|p)dx−
∫
RN

F (ṽn)− 1

q∗

∫
RN

|ṽn|q
∗
dx

]
,

and therefore

c0 < lim inf
n→∞

Iεn(tnun) ≤ lim inf
n→∞

Iεn(un) = c0.

This contradiction shows that V (y) = V0.
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Lemma 3.3.6. Let {εn} be a sequence of positive numbers such that εn → 0 as n → ∞
and let (xn) ⊂ Ωεn be a sequence such that uεn(xn) ≥ Υ > 0 for some constant Υ, where
for each n ∈ N, uεn is a solution of (Pεaux). Then,

lim
n→∞

V (xn) = V0

where xn = εnxn.

Proof. Up to a subsequence,

xn → x ∈ Ω.

From Lemma 3.3.3 we have that

Iεn(uεn)→ c0,

and there exists a positive constant C such that

‖uεn‖ ≤ C, ∀ n ∈ N , for some C > 0.

Setting vn(z) := uεn(z + xn), we have ‖vn‖ ≤ C and vn ⇀ v in W 1,p(RN ) ∩W 1,q(RN ).
Recalling that

vn(0) = uεn(xn) ≥ Υ > 0,

we conclude that v 6≡ 0.
Fix tn > 0 verifying ṽn = tnvn ∈ N0, for each n ∈ N. Hence,

c0 ≤ I0(ṽn) ≤ Iεn(tnvn) ≤ Iε(un) = c0 + on(1).

Thus, I0(ṽn)→ c0, with {ṽn} ⊂ N0. By Lemma 3.2.7, we have

ṽn → ṽ in W 1,p(RN ) ∩W 1,q(RN ) and I0(ṽ) = c0. (3.3.4)

Moreover, recalling that V is continuous, we have

lim
n→∞

V (xn) = V (x).

We claim that V (x) = V0. Indeed, Suppose by contradiction that V (x) > V0, then

c0 = I0(ṽ) <
1

p

∫
RN

A(|∇ṽ|p)dx+
1

p

∫
RN

V (x)B(|ṽ|p)dx−
∫
RN

F (ṽ)dx− 1

q∗

∫
RN
|ṽ|q∗dx.

Thus, by (3.3.4) and Fatou’s Lemma, we have

c0 < lim inf
n→∞

[
1

p

∫
RN
A(|∇ṽn|p)dx+

1

p

∫
RN
V (εnz + xn)B(|ṽn|p)dx−

∫
RN
F (ṽn)dx− 1

q∗

∫
RN
|ṽ|q∗dx

]

≤ lim inf
n→∞

[
1

p

∫
RN
A(|∇tnvn|p)dx+

1

p

∫
RN
V (εnz + xn)B(|tnvn||p)dx−

∫
RN
G(εnz + x, tnvn)dx

]
= lim inf

n→∞
Iεn(tnun) ≤ lim inf

n→∞
Iεn(un) = c0,

which leads a absurd. Consequently lim
n→∞

V (xn) = V0.
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Lemma 3.3.7. If mε is given by mε = sup{max
∂Ωε

uε : is a solution of (Pεaux) } , then there

exists ε > 0 such that the sequence (mε) is bounded for all ε ∈ (0, ε). Moreover, we have
lim
ε→0

mε = 0.

Proof. Suppose, by contradiction, lim
ε→0

mε = +∞, then there exist uε a solution of (Pεaux)

in Nε and Υ > 0 such that

max
∂Ωε

uε ≥ Υ > 0

Thus there exists {εn} ⊂ R+ with εn → 0 and there exists a sequence {xn} ⊂ ∂Ωεn such
that

uεn(xn) ≥ Υ > 0.

Thus, by Lemma 3.3.6, we have

lim
n→∞

V (xn) = V0,

where xn = εnxn and {xn} ⊂ ∂Ω. Hence, up to a subsequence, we have xn → x in ∂Ω and
V (x) = V0, which does not make sense by (V2). Hence, there exists ε > 0 such that (mε) is
bounded, for all ε ∈ (0, ε).

Suppose by contradiction that there exists δ > 0 and a sequence {εn} ⊂ R+ satisfying

mεn ≥ δ > 0

Thus, there exists uεn a solution of (Pεaux) such that

mεn −
δ

2
< max

∂Ωεn
uεn ≤ mεn .

Hence,

δ

2
= δ − δ

2
≤ mεn −

δ

2
< max

∂Ωε
uεn ,

and then there exists a sequence (xn) ⊂ ∂Ωεn , such that

uεn(xn) ≥ δ

2
.

Repeating the above arguments, we will get an absurd. Thus, the proof is finished.

3.4 Proof of Theorem 3

Proof. Let uε be a solution of (Pεaux). By Lemma 3.3.7, there exists ε > 0 such that mε <
η
2

for all ε ∈ (0, ε̄), then (uε − η
2 )+(x) ≡ 0 for a neighborhood from ∂Ωε. Hence, (uε − η

2 )+ ∈
W 1,p

0 (RN\Ωε) ∩W 1,q
0 (RN\Ωε) and the function (uε − η

2 )∗+ ∈W 1,p(RN ) ∩W 1,q(RN ), where

(uε −
η

2
)∗+(x) :=

{
0 if x ∈ Ωε,

(uε − η
2 )+(x) if x ∈ RN\Ωε.
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Using (uε − η
2 )∗+ as test function. Then, by (a1), (b1) and (g3)ii, we have

0 ≤
∫

RN\Ωε

a(|∇uε|p)|∇(uε −
η

2
)∗+|pdx

+

∫
RN\Ωε

[
V0b(|uε|p)|uε|p−2 − V0

β
|uε|q−2

]
((uε −

η

2
)∗+)2dx

+

∫
RN\Ωε

[
V (εx)b(|uε|p)|uε|p−2 − V0

β
|uε|q−2

]
η

2
(uε −

η

2
)∗+dx = 0

The last equality implies

(uε −
η

2
)∗+ = 0, a.e in x ∈ RN\Ωε.

This implies that |uε| ≤ η
2 for z ∈ RN\Ωε, and by Remark 5 the result follows.

3.5 Exponential decay

Finally, we are going to prove the exponential decay. First technical results

Lemma 3.5.1. Consider M,α > 0 and ψ(x) := M exp(−α|x|). Then

i)− div(a (|∇ψ|p) |∇ψ|p−2∇ψ)

= αp−1

[
−pαp+1a′(αpψp)ψ2p−1 + a(αpψp)ψp−1

(
(N − 1)

|x|
− α(p− 1)

)]
,

ii)− div(a (|∇ψ|p) |∇ψ|p−2∇ψ) ≥
(

(N − 1)

|x|
− α(q − 1)

)
a(αpψp)αp−1ψp−1.

Proof. Note that

∂ψ

∂xi
(x) = M exp(−α|x|) ∂

∂xi
(−α|x|) = M exp(−α|x|)(−α)

xi
|x|

= −α xi
|x|
ψ(x),

which implies |∇ψ| = αψ. Then

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ) = −
N∑
i=1

∂

∂xi

[
a (|∇ψ|p) |∇ψ|p−2 ∂ψ

∂xi

]

= αp−1
N∑
i=1

∂

∂xi

[
a (αpψp)ψp−1 xi

|x|

]

= αp−1
N∑
i=1

[
a′ (αpψp)

∂

∂xi
(αpψp)ψp−1 xi

|x|
+ a(αpψp)

∂

∂xi

(
ψp−1 xi

|x|

)]

= αp−1
N∑
i=1

[
a′ (αpψp)αppψ2p−2 ∂ψ

∂xi

xi
|x|

+ a(αpψp)

(
|x|2 − x2

i

|x|3
ψp−1 + (p− 1)ψp−2 ∂ψ

∂xi

xi
|x|

)]
= αp−1

[
−pαp+1a′(αpψp)ψ2p−1 + a(αpψp)ψp−1

(
(N − 1)

|x|
− α(p− 1)

)]
,

82



this prove the first item.
To prove the item ii) we are going to use (1.2) and the item i). Hence we have

−a′(αpψp)αpψp ≥ −(q − p)
p

a(αpψp),

and consequently

−pαp+1a′(αpψp)ψ2p−1 ≥ −αψp−1(q − p)a(αpψp).

Therefore, by the item i),

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ)

≥ αp−1

[
−α(q − p)a(αpψp)ψp−1 +

(
(N − 1)

|x|
− α(p− 1)

)
a(αpψp)ψp−1

]
=

(
(N − 1)

|x|
− α(q − 1)

)
a(αpψp)αp−1ψp−1.

Corollary 3.5.2. Since V (x) ≥ V0 in RN , then for α > 0 small enough we have

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ) + k3V0ψ
p−1 +

V0

4
ψq−1 ≥ 0 in RN .

Proof. Using (a1) and Lemma 3.5.1 we obtain that

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ) ≥ −α(q − 1)a(αpψp)αp−1ψp−1

≥ −α(q − 1)
(
k2α

p−1ψp−1 + αq−1ψq−1
)

= −α(q − 1)k2α
p−1ψp−1 − α(q − 1)αq−1ψq−1

Moreover, since V0 > 0 and α > 0 is small enough, we concluded that

k3V0 − α(q − 1)k2α
p−1 ≥ 0

and

V0

4
− α(q − 1)αq−1 ≥ 0.

Consequently

−div(a (|∇ψ|p) |∇ψ|p−2∇ψ) + k3V0ψ
p−1 +

V0

4
ψq−1 ≥ 0 in RN .

Let us now relate the positive solution vε to the exponential function ψ for small ε.

Lemma 3.5.3. Let uε be the solution found in Theorem 3.2.1 and vε(x) := uε(x+ ỹε) given
in Proposition 3.3.1. For For ϕε = max{vε − ψ, 0} and ε > 0 sufficient small, we have∫

RN

a(|∇vε|p)|∇vε|p−2∇vε∇ϕε dx+ k3V0

∫
RN

|vε|p−1ϕε dx+
V0

4

∫
RN

|vε|q−1ϕε dx ≤ 0.
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Proof. From Lemma 3.3.2, Lemma 3.3.3 and hypothesis (f1), there exist ρ0 > 0 such that
ε > 0 small enough,

f(vε) + vq
∗−1
ε

|vε|q−1
≤ 3

4
V0, for all |x| ≥ ρ0.

Since ψ(x) := M exp(−α|x|) for x ∈ RN , we can find M̃ > 0 such that if M ≥ M̃ , then
ϕε := max{|vi,ε| −ψ, 0} ≡ 0 in Bρ0(0) and ϕε ∈W 1,p(|x| ≥ ρ0)∩W 1,q(|x| ≥ ρ0). Therefore,
the above inequality and (b1),∫

RN

a(|∇vε|p)|∇vε|p−2∇vε∇ϕε dx+ V0

∫
RN

[
k3|vε|p−1ϕε + |vε|q−1ϕε

]
dx

≤
∫
RN

a(|∇vε|p)|∇vε|p−2∇vε∇ϕε dx+

∫
RN

V (εx+ yε)b(|vε|p)|vε|p−2vεϕε dx

≤
∫
RN

f(vε)ϕε dx ≤
3V0

4

∫
RN

|vε|q−1ϕεdx

and the lemma is proved.

Finally we are going to show the exponential decay for the functions uε.

Proposition 3.5.4. There are ε0 > 0 and C > 0 such that

|uε(z)| ≤ C exp

(
−α
∣∣∣∣z − Pεε

∣∣∣∣), for all z ∈ RN .

Proof. From [?, Lemma 2.4], we have that〈
a(|x|p)|x|p−2x− a(|y|p)|y|p−2y, x− y

〉
≥ 0, ∀ x, y ∈ RN .

Consider vε(x) := uε(x+ ỹε) the set

Λ := {x ∈ RN : |x| ≥ ρ0 and |vε| − ψ ≥ 0},

where ψ is the function is given by Lemma 3.5.1, (ỹn) is given by Proposition 3.3.1. Then,
using Corollary 3.5.2 and Proposition 3.5.3, we obtain

0 ≥
∫
RN

〈
a(|∇vε|p)|∇vε|p−2∇vε − a(|∇ψ|p)|∇ψ|p−2∇ψ,∇ϕ̃

〉
dx

+V0k3

∫
RN

(
|vε|p−1 − |ψ|p−1

)
ϕ̃ dx+

V0

4

∫
RN

(
|vε|q−1 − |ψ|q−1

)
ϕ̃ dx

≥ V0k3

∫
RN

(
|vε|p−1 − |ψ|p−1

)
ϕ̃dx+

V0

4

∫
RN

(
|vε|q−1 − |ψ|q−1

)
ϕ̃dx

= V0k3

∫
Λ

(
|vε|p−1 − |ψ|p−1

)
(vε − ψ)dx

+
V0

4

∫
Λ

(
|vε|q−1 − |ψ|q−1

)
(vε − ψ)dx ≥ 0.
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Then |Λ| = 0 and consequently

vε(x) ≤M exp(−α|x|), ∀ |x| ≥ ρ0.

Considering x = z − ỹε and using Lemma 3.3.5 there exists a constant C > 0 satisfying

|uε(z)| ≤M exp

(
−α

∣∣∣∣z − yεε

∣∣∣∣) = M exp

(
−α

∣∣∣∣z − Pε + εqε
ε

∣∣∣∣)
≤M exp

(
−α

∣∣∣∣z − Pεε

∣∣∣∣) exp (−α |qε|) ≤ C exp

(
−α

∣∣∣∣z − Pεε

∣∣∣∣) , (3.5.1)

for all |z − ỹε| ≥ ρ0 and for ε > 0 small enough.
Now we are going to show the inequality (3.5.1) holds, for all z ∈ RN . Since (yε)

converges, it follows that

|z| ≥ ρ0 − |ỹε| = ρ0 −
|yε|
ε
> ρ0 −

1 + |yε|
ε

→ −∞ as ε→ 0.

Then, there exists ε0 > 0 such that

|uε(z)| ≤ C exp

(
−α

∣∣∣∣z − Pεε

∣∣∣∣) , ∀ z ∈ RN and ∀ ε ∈ (0, ε0).
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Chapter 4

Appendix A

In this appendix we show the existence of a nodal solution for auxiliary problem (Pr)
and of a positive solution for auxiliary problems (P∞). The auxiliary problems (Pr) and
(P∞) are used in the chapters 1 and 3, respectively.

Problem (Pr)

In this appendix we show the existence of nodal solution for the problem{
−k2∆pu−∆Nu+ V∞(k4|u|p−2u+ |u|N−2u) = |u|r−2u in Ω,

u ∈W 1,N
0 (Ω),

(Pr)

where r is the constant that appears in the hypothesis (f5) and V∞ is a positive constant.
We have associated to the problem (Pr) the functional

Ir(u) =
1

p

∫
Ω

[k2|∇u|p + V∞k4|u|p] dx+
1

N

∫
Ω

[
|∇u|N + V∞|u|N

]
dx− 1

r

∫
Ω

|u|rdx

and the set
N±r = {u ∈W 1,N

0 (Ω)| u± 6= 0 and I ′r(u)u± = 0}

Then, we can prove that there exists wr ∈ N±r such that

Ir(wr) = cr := inf
N±r

Ir and I ′r(wr) = 0. (4.0.1)

Lemma 4.0.1. For each u ∈W 1,N
0 (Ω) such that u± 6= 0, there exists a unique pair (t, s) ∈

(0,+∞)× (0,+∞), such that tu+ + su− ∈ N±r ..

Proof. Note that if u± ∈W 1,N
0 (Ω)\{0} and γ > 0, we have

Ir(γu
±)

γr
=

γp−r

p

∫
Ω

[
k2|∇u±|p + V∞k4|u±|p

]
dx

+
γN−r

N

∫
Ω

[
|∇u±|N + V∞|u±|N

]
dx− 1

r

∫
Ω

|u±|rdx.

Then,

lim
γ→0

Ir(γu)

γr
= +∞ and lim

γ→+∞

Ir(γu)

γr
= −1

r

∫
Ω

|u|rdx < 0.
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Consequently, there exists t, s ∈ (0,+∞) such that

Ir(tu
+) := sup

γ≥0
Ir(γu

+) and Ir(su
−) := sup

γ≥0
Ir(γu

−).

This implies that

I ′r(tu
+ + su−)(tu+ + su−) = I ′r(tu

+)tu+ + I ′r(su
−)su− = 0

In order to show the unicity of t and s, consider f(s) = sr and note that
f(t)

tN
is nonde-

creasing in t > 0, see [17].

Lemma 4.0.2. The following properties hold:

(i) There exists ρr > 0 such that

 ∫
Ω

|∇u±|Ndx

1/N

≥ ρr, for all u ∈ N±r ;

(ii) There exists a constant Cr > 0 such that Ir(u) ≥ Cr
∫
Ω

|∇u|Ndx, for all u ∈ N±r .

Proof. Using that I ′r(u)u± = 0 and by Sobolev embeddings there exists C > 0 such that∫
Ω

|∇u±|Ndx ≤
∫
Ω

[
k2|∇u±|p + V∞k4|u±|p

]
dx+

∫
Ω

[
|∇u±|N + V∞|u±|N

]
dx

=

∫
Ω

|u±|rdx ≤ C

 ∫
Ω

|∇u±|Ndx

r/N .
Since r > N , the item (i) follows.

To verify the second assertion observe that

Ir(u) = Ir(u)− 1

r
I ′r(u)u ≥

(
1

p
− 1

r

)∫
Ω

[k2|∇u|p + V∞k4|u|p] dx

+

(
1

N
− 1

r

)∫
Ω

[
|∇u|N + V∞|u|N

]
dx ≥

(
1

N
− 1

r

)∫
Ω

|∇u|Ndx.

Proposition 4.0.3. There exists wr ∈ W 1,N
0 (Ω) such that wr is a solution of (Pr) and

Ir(wr) = inf
N±r

Ir.

Proof. Let (un) be a minimizing sequence for Ir inN±r , i.e, a sequence {un} ⊂ N±r such that
Ir(un) = cr + on(1). Note that, by Lemma 4.0.2, (un) is a bounded sequence in W 1,N

0 (Ω).

Then there exists ur ∈ W 1,N
0 (Ω) such that, up to a subsequence, un ⇀ ur in W 1,N

0 (Ω).
Arguing as in Lemma 2.3 in [22], it is possible to show that v 7→ v± is a continuous function
of W 1,N

0 (Ω) into itself, from which it follows that u±n ⇀ u±r in W 1,N
0 (Ω). Moreover, by

Sobolev embeddings,{
u±n → u±r strongly in Ls(Ω) for any 1 ≤ s < +∞,
u±n (x)→ u±r (x) for a.e x ∈ Ω.

(4.0.2)
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First we are going to show that u±r 6= 0. In fact, if u±r ≡ 0 then, using the Lemma 4.0.2
and that I ′r(un)u±n = 0 for all n ∈ N, we have the following contradiction

ρNr ≤
∫
Ω

|∇u±n |Ndx ≤
∫
Ω

|u±n |rdx = on(1).

It follows from Fatou’s Lemma that∫
Ω

|∇u±r |pdx ≤ lim inf
n→∞

∫
Ω

|∇u±n |pdx and

∫
Ω

|∇u±r |Ndx ≤ lim inf
n→∞

∫
Ω

|∇u±n |Ndx.

Therefore, using compact embedding and Lemma 4.0.1 we get

cr ≤ Ir(tu+
r + su−r ) ≤ lim inf

n→∞
[ Ir(tu

+
n ) + Ir(su

−
n ) ] ≤ lim inf

n→∞
[ Ir(u

+
n ) + Ir(u

−
n ) ]

= lim inf
n→∞

Ir(un) + on(1) = cr.

Considering wr = tu+
r + su−r , we obtain Ir(wr) = cr and using a Deformation Lemma [35,

Proof of Theorem 1.1], we conclude that I ′r(wr) = 0.

Problem (P∞)

Finally, we show existence of positive solution for the problem{
−k2∆pu−∆qu+ V∞k4|u|p−2u+ V∞|u|q−2u = |u|τ−2u in Ω
u = 0 on ∂Ω,

(P∞)

where Ω is a bounded domain in RN , k2, k4, V∞ are positive constants and τ is the constant
which appears in the hypothesis (f5). We have associated to problem (P∞) the functional

I∞(u) =
1

p

∫
Ω

[k2|∇u|p + V∞k4|u|p] dx+
1

q

∫
Ω

[|∇u|q + V∞|u|q] dx−
1

τ

∫
Ω

|u|τdx

and the Nehari manifold

N∞ = {u ∈W 1,q
0 (Ω) : u 6= 0 and I ′∞(u)u = 0}

Lemma 4.0.4. For all u ∈ W 1,q
0 (Ω)\{0} there exists a unique tu ∈ (0,+∞), such that

tu ∈ N∞.

Proof. Note that if u ∈W 1,q
0 (Ω)\{0} and t > 0, we have

I∞(tu) = tτ

 tp−τ
p

∫
Ω

[k2|∇u|p + V∞k4|u|p] dx+
tq−τ

q

∫
Ω

[|∇u|q + V∞|u|q] dx−
1

τ

∫
Ω

|u|τdx

 .
Then,

lim
t→0

I∞(tu)

tτ
= +∞ and lim

t→+∞

I∞(tu)

tτ
= −1

τ

∫
Ω

|u|τdx < 0.

Consequently, there exists tu ∈ (0,+∞) such that I∞(tuu) = sup
t≥0

I∞(tu) and tuu ∈ N∞.

In order to show the unicity of tu, consider f(t) = tτ and note that f(t)
tq is increasing,

see [17].
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Lemma 4.0.5. The following properties hold:

(i) There exists ρτ > 0 such that

 ∫
Ω

|∇u|qdx

1/q

≥ ρτ , for all u ∈ N∞;

(ii) There exists a constant Cτ > 0 such that I∞(u) ≥ Cτ
∫
Ω

|∇u|qdx, for all u ∈ N∞.

Proof. By Sobolev’s embeddings, there exists C > 0 such that∫
Ω

|∇u|qdx ≤
∫
Ω

[k2|∇u|p + V∞k4|u|p] dx+

∫
Ω

[|∇u|q + V∞|u|q] dx =

∫
Ω

|u|τdx

≤ C

∫
Ω

|∇u|qdx

τ/q .
Since τ > q, the item (i) follows.

To verify the second assertion observe that

I∞(u) = I∞(u)− 1

τ
I ′∞(u)u ≥

(
1

p
− 1

τ

)∫
Ω

[k2|∇u|p + V∞k4|u|p] dx

+

(
1

q
− 1

τ

)∫
Ω

[|∇u|q + V∞|u|q] dx ≥
(

1

q
− 1

τ

)∫
Ω

|∇u|qdx.

Proposition 4.0.6. There exists uτ ∈ W 1,q
0 (Ω) such that uτ is a solution of (P∞) and

I∞(uτ ) = inf
N∞

I∞.

Proof. Let (un) be a minimizing sequence for I∞ in N∞. By Lemma 4.0.5, we conclude
that (un) is bounded in W 1,q

0 (Ω). Then there exists uτ ∈ W 1,q
0 (Ω) such that, up to a

subsequence, un ⇀ uτ in W 1,q
0 (Ω) and{

un → u strongly in Ls(Ω) for any 1 ≤ s < q∗,
un(x)→ u(x) for a.e x ∈ Ω.

(4.0.3)

Since τ ∈ (q, q∗) we have, by Lemma 4.0.5 again, that u 6= 0. Hence,

c∞ ≤ I∞(tuu) ≤ lim inf
n→∞

I∞(tuun) ≤ lim inf
n→∞

I∞(un) + on(1) = c∞.

Considering uτ = tuu we have I∞(uτ ) = cτ and using Implicit Theorem and arguing as
in [16, Lemma 2.5.17] we conclude that I ′∞(uτ ) = 0.
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Chapter 5

Appendix B

Lemma 5.0.1. From (f1) and (f2) we obtain that: given ξ > 0, q ≥ 0 and α ≥ 1 there
exists Cξ > 0 such that

f(s)s ≤ ξ|s|N + Cξ|s|q
[
exp(α|s|

N
N−1 )− SN−2(α, s)

]
, for all s ∈ R

and

F (s) ≤ ξ

N
|s|N + C̃ξ|s|q

[
exp(α|s|

N
N−1 )− SN−2(α, s)

]
for all s ∈ R.

Proof. Note first the since (f1) holds, then for every ξ > 0 there exists δ > 0 such that

|f(s)| ≤ ξ|s|N−1, ∀ |ξ| ≤ δ. (5.0.1)

On the other hand, from (f2), we obtain for every ξ > 0 and some α ≥ 1 there exists R > 0
such that

f(s) ≤ ξ
[
exp(α|s|

N
N−1 )− SN−2(α, s)

]
, ∀ |s| ≥ R.

Choosing R > max{1, δ} and q ≥ 0 we obtain

f(s) ≤ ξ |s|
q−1

Rq−1

[
exp(α|s|

N
N−1 )− SN−2(α, s)

]
, ∀ |s| ≥ R.

From above inequality and the continuity of the function on [δ,R] there exists C1 > 0 such
that

f(s) ≤ ξ |s|
q−1

Rq−1

[
exp(α|s|

N
N−1 )− SN−2(α, s)

]
+ C1, ∀ |s| ≥ δ..

Since max
t≥δ

[
1− C1

exp(α|s|
N
N−1 )−SN−2(α,s)

]
> 0 we can concluded that there exists Cξ > 0 such

that
f(s) ≤ Cξ|s|q−1

[
exp(α|s|

N
N−1 )− SN−2(α, s)

]
, ∀ |s| ≥ δ. (5.0.2)

Then, by (5.0.1) and (5.0.2), the result follows.

In the proof of the next lemma, we adapted some arguments found in [6].

Lemma 5.0.2. Let (εn) be a sequence such that εn → 0 and for each n ∈ N, let (un) ⊂
N±εn ⊂ Nεn be a solution of problem (Pεaux). Then (vn) converges uniformly on compacts
of RN , where vi,n(x) := u±n (x+ ỹi,n) for i = 1, 2. Moreover, given ξ > 0, there exist R > 0
and n0 ∈ N such that

|vn|L∞(RN\BR(0)) < ξ, for all n ≥ n0,

where (ỹi,n) are given in Proposition 1.3.2 (or 2.3.2 or 3.3.1).
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Proof. Observe that in the chapter 1, when q = N and f has exponential growth we have,
by Lemma 1.2.4,

∫
RN

f(u±n )u±n dx ≤ ξ
∫
RN

|u±n |Ndx+ Cξ

∫
RN

|u±n |q
[
exp(α|u±n |

N
N−1 )− SN−2(α, u±n )

]
dx.

Applying Hölder’s inequality for s to closed 1 and Proposition 1.1.1 α = 3α0, we have∫
RN

f(u±n )u±n dx ≤ ξ
∫
RN

|u±n |Ndx

+

 ∫
RN

|un|qs
′
dx

1/s′ ∫
RN

[
exp
(
sα‖un‖N/N−1

(
|un|
‖un‖

)N/N−1 )
−SN−2

(
sα‖un‖N/N−1,

un
‖un‖

)]
dx

1/s

≤ ξ
∫
RN

|u±n |Ndx+ C̄ξ

 ∫
RN

|un|qs
′
dx

1/s′

On the other hand, in the chapters 2 and 3 we have, from the growth conditions of function
f ,

f(t) ≤ ξtq−1 + Cξt
q∗−1,∀ t ≥ 0. (5.0.3)

For simplicity we will work with (5.0.3) and we will consider (ỹi,n) = (yn).
Let us now R0 > 0 and consider η ∈ C∞(RN ) with 0 ≤ η ≤ 1, |∇η| ≤ 4/R0 and

η(x) =

{
0 if |x| ≤ R0/2,
1 if |x| ≥ R0.

(5.0.4)

Defining ηn(x) := η(x − ỹn), then 0 ≤ ηn ≤ 1 and |∇nη| ≤ 4/R0. For each n ∈ N and for
L > 0, let

u±L,n(x) =


u±n (x), u±n (x) ≤ L,

L, u±n (x) > L.
(5.0.5)

and
z±L,n := ηqn(u±L,n)q(γ−1)u±n

with γ > 1 to be determined later. Taking z±L,n as a test function, we obtain I ′εn(u)z±L,n = 0
and then

q

∫
RN

(u±L,n)q(γ−1)u±n η
q−1
n a(|∇u±n |p)|∇u±n |p−2∇u±n∇ηndx+

∫
RN

(u±L,n)q(γ−1)ηqna(|∇u±n |p)|∇u±n |pdx

+q(γ − 1)

∫
RN

(u±L,n)q(γ−1)−1u±n η
q
na(|∇u±n |p)|∇u±n |p−2∇u±n∇u±L,ndx

∫
RN

V (εnx)b(|u±n |p)|u±n |pηqn(u±L,n)q(β−1)dx =

∫
RN

g(εnx, u
±
n )ηqn(u±L,n)q(γ−1)u±n dx.
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Using (a1), (b1) and (5.0.3) we obtain∫
RN

(u±L,n)q(γ−1)ηqn[k1|∇u±n |p + |∇u±n |q]dx+ q(γ − 1)

∫
RN

(u±L,n)q(γ−1)ηqn[k1|∇u±L,n|
p + |∇u±L,n|

q]dx

+V0

∫
RN

ηqn(u±L,n)q(γ−1)[k3|u±n |p + |u±n |q]dx ≤ ξ
∫
RN

ηqn(u±L,n)q(γ−1)|u±n |qdx+ Cξ

∫
RN

ηqn(u±L,n)q(γ−1)|u±n |q
∗
dx

+
V0

β

∫
RN

ηqn(u±L,n)q(γ−1)|u±n |qdx− q
∫
RN

(u±L,n)q(γ−1)u±n η
q−1
n a(|∇u±n |p)|∇u±n |p−2∇u±n∇ηndx

Then for a ξ > 0 sufficiently small and using (a1) we have the following the inequality∫
RN

(u±L,n)q(γ−1)ηqn[k1|∇u±n |p + |∇u±n |q]dx+ q(γ − 1)

∫
RN

(u±L,n)q(γ−1)ηqn[k1|∇u±L,n|
p + |∇u±L,n|

q]dx

+V0k3

∫
RN

ηqn(u±L,n)q(γ−1)|u±n |pdx+
V0

2

(
β − 1

β

) ∫
RN

ηqn(u±L,n)q(γ−1)|u±n |qdx

≤ Cξ
∫
RN

ηqn(u±L,n)q(γ−1)|u±n |q
∗
dx+ q

∫
RN

(u±L,n)q(γ−1)u±n η
q−1
n [k2|∇u±n |p−1|∇ηn|+ |∇u±n |q−1|∇ηn|]dx.

Moreover, using Young’s Inequality we obtain for each ξ > 0,

q

∫
RN

(u±L,n)q(γ−1)u±n η
q−1
n [k2|∇u±n |p−1|∇ηn|+ |∇u±n |q−1|∇ηn|]dx

≤ qk2

∫
RN

(u±L,n)q(γ−1)ηq−pn (|∇u±n |ηn)p−1(u±n |∇ηn|)dx+ q

∫
RN

(u±L,n)q(γ−1)(|∇u±n |ηn)q−1(u±n |∇ηn|)dx

≤ qk2ξ

∫
RN

(u±L,n)q(γ−1)ηqn|∇u±n |pdx+ qk2Cξ

∫
RN

(u±L,n)q(γ−1)ηq−pn |u±n |p|∇ηn|pdx

+qξ

∫
RN

(u±L,n)q(γ−1)ηqn|∇u±n |qdx+ qCξ

∫
RN

(u±L,n)q(γ−1)|u±n |q|∇ηn|qdx

Choosing ξ > 0 sufficiently small we obtain C1 > 0 such that∫
RN

(u±L,n)q(γ−1)ηqn[|∇u±n |p + |∇u±n |q]dx+

∫
RN

(u±L,n)q(γ−1)ηqn[|∇u±L,n|
p + |∇u±L,n|

q]dx

+

∫
RN

ηqn(u±L,n)q(γ−1)|u±n |pdx+

∫
RN

ηqn(u±L,n)q(γ−1)|u±n |qdx ≤ C1

∫
RN

ηqn(u±L,n)q(γ−1)|u±n |q
∗
dx

+C1

∫
RN

(u±L,n)q(γ−1)ηq−pn |u±n |p|∇ηn|pdx+ C1

∫
RN

(u±L,n)q(γ−1)|u±n |q|∇ηn|qdx

(5.0.6)
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Note that, again by Young’s Inequality and by

(u±n )p(u±L,n)q(γ−1) ≤ (u±n )p(u±L,n)p(γ−1) + (u±n )q(u±L,n)q(γ−1),

we obtain for each ξ1 > 0 such that∫
RN

(u±L,n)q(γ−1)ηq−pn |u±n |p|∇ηn|pdx ≤ ξ1

∫
RN

(u±L,n)q(γ−1)ηqn|u±n |pdx

+Cξ1

∫
RN

(u±L,n)q(γ−1)|u±n |p|∇ηn|qdx ≤ ξ1

∫
RN

(u±L,n)q(γ−1)ηqn|u±n |pdx

+Cξ1

∫
RN

[(u±L,n)p(γ−1)|u±n |p + (u±L,n)q(γ−1)|u±n |q]|∇ηn|qdx

(5.0.7)

Then using (5.0.6), (5.0.7) and choosing ξ1 > 0 sufficiently small, there exists C2 > 0 such
that∫
RN

(u±L,n)q(γ−1)ηqn[|∇u±n |p + |∇u±n |q]dx+

∫
RN

(u±L,n)q(γ−1)ηqn[|∇u±L,n|
p + |∇u±L,n|

q]dx

+

∫
RN

ηqn(u±L,n)q(γ−1)[|u±n |p + |u±n |q]dx ≤ C2

∫
RN

[(u±L,n)p(γ−1)|u±n |p + (u±L,n)q(γ−1)|u±n |q]|∇ηn|qdx

+C2

∫
RN

ηqn(u±L,n)q(γ−1)|u±n |q
∗
dx

(5.0.8)
We now consider the function ûL,n := ηnu

±
n (u±L,n)γ−1. Then there exists C3 > 0 such that∫

RN

|∇û±L,n|
qdx ≤ 4q

∫
RN

(u±L,n)q(γ−1)(u±n )q|∇ηn|qdx+ 4q
∫
RN

(u±L,n)q(γ−1)ηqn|∇u±n |qdx

+4q(γ − 1)q
∫
RN

(u±L,n)q(γ−1)ηqn|∇u±L,n|
qdx

≤ C3γ
q

∫
RN

[(u±L,n)p(γ−1)|u±n |p + (u±L,n)q(γ−1)|u±n |q]|∇ηn|qdx

+C3γ
q

∫
RN

ηqn(u±L,n)q(γ−1)|u±n |q
∗
dx
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Hence there exists C4 > 0 such that for all γ > 1 we have

‖ûL,n‖qLq∗ (RN )
≤ S

∫
RN

|∇û±L,n|
qdx

≤ C4γ
q

∫
RN

[(u±L,n)p(γ−1)|u±n |p + (u±L,n)q(γ−1)|u±n |q]|∇ηn|qdx

+C4γ
q

∫
RN

ηqn(u±L,n)q(γ−1)|u±n |q
∗
dx

(5.0.9)

where S is the best Sobolev constant of the embedding W 1,q(RN ) ↪→ Lq
∗
(RN ).

Now we can prove that exists n0 ∈ RN and R > R0 > 0 such that

un ∈ L
q∗2
q (|x− ỹn| ≥ R), ∀ n ≥ n0.

In fact, considering γ =
q∗2

q
in (5.0.9), using Hölder’s Inequality and that u±L,n ≤ u±n we

obtain a constant C5 > 0 such that

‖û±L,n‖
q

Lq∗ (RN )
≤ C4γ

q

∫
RN

[|u±L,n|
p
q

(q∗−q)|u±n |p + |u±L,n|
(q∗−q)|u±n |q]|∇ηn|qdx

+C4γ
q

∫
RN

|ûL,n|q|u±n |q
∗−qdx ≤ C4γ

q

∫
RN

|u±n |
p
q

(q∗−q)|u±n |pdx+ C4γ
q

∫
RN

|u±n |q
∗
dx

+C4γ
q

∫
RN

|ûL,n|q|u±n |q
∗−qdx ≤ C4γ

q

 ∫
RN

|u±n |
p
q
q∗
dx


q∗−q
q∗
 ∫

RN

|u±n |
p
q
q∗
dx


q
q∗

+C4γ
q

∫
RN

|u±n |q
∗
dx+ C4γ

q‖û±L,n‖
q

Lq∗ (RN )
‖u±n ‖

q∗−q
q∗

Lq∗ (RN/BR(ỹn))
.

Note that p <
p

q
q∗ < q∗. Then from interpolation inequality, we have

‖û±L,n‖
q

Lq∗ (RN )
≤ C4γ

q‖u±n ‖θLp(RN )
‖u±n ‖1−θLq∗ (RN )

+ C4γ
q‖u±n ‖

q∗

Lq∗ (RN )

+C4γ
q‖û±L,n‖

q

Lq∗ (RN )
‖u±n ‖

q∗−q
q∗

Lq∗ (RN/BR(ỹn))
,

(5.0.10)

where θ =
q − p
q∗ − p

< 1. Moreover, since vn → v in Wε then, for every ξ > 0, there exist

n0 ∈ RN and R > R0 > 0 such that

‖u±n ‖Lq∗ (RN/BR(ỹn)) < ξ, ∀n ≥ n0. (5.0.11)

Therefore, using (5.0.11) in (5.0.10) we obtain

1

2
‖û±L,n‖

q

Lq∗ (RN )
≤ C4γ

q‖u±n ‖θLp(RN )
‖u±n ‖1−θLq∗ (RN )

+ C4γ
q‖u±n ‖

q∗

Lq∗ (RN )
<∞. (5.0.12)
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Using Fatou’s Lemma in the variable L, we finally obtain that

1

2

 ∫
|x−ỹn|≥R

|u±n |
q∗2
q dx


q/q∗

≤ lim inf
L→∞

1

2
‖û±L,n‖

q

Lq∗ (RN )
≤ ∞. (5.0.13)

Now we are going to consider η ∈ C∞(RN ) with 0 ≤ η ≤ 1, |∇η| ≤ 4/R0 and

η(x) =

{
0 if |x| ≤ R0,
1 if |x| ≥ 2R0.

(5.0.14)

Defining ηn(x) := η(x− ỹn), then 0 ≤ ηn ≤ 1 and |∇ηn| ≤ 4/R0. Using the same arguments
in (5.0.9) and that û±L,n ≤ u±n we have, for R > 2R0, that

‖û±L,n‖
q

Lq∗ (RN )
≤ C4γ

q

∫
|x−ỹn|≥R

[(u±L,n)p(γ−1)|u±n |p + (u±L,n)q(γ−1)|u±n |q]|∇ηn|qdx

+C4γ
q

∫
|x−ỹn|≥R

ηqn(u±L,n)q(γ−1)|u±n |q
∗
dx ≤ C4γ

q

∫
|x−ỹn|≥R

[|u±n |pγ + |u±n |qγ ]|∇ηn|qdx

+C4γ
q

∫
|x−ỹn|≥R

|u±n |γq|u±n |q
∗−qdx.

(5.0.15)

Choosing γ = γ0 := q∗
t− 1

qt
with t =

(q∗)2

q(q∗ − q)
=

q∗

q

q∗

q∗ − q
> 1 and using Hölder’s

inequality, we obtain

‖û±L,n‖
q

Lq∗ (RN )
≤ C5γ

q
0

 ∫
|x−ỹn|≥R

|u±n |q
∗
dx


p(t−1)
qt

+ C5γ
q
0

 ∫
|x−ỹn|≥R

|u±n |q
∗
dx


t−1
t

+C4γ
q
0

 ∫
|x−ỹn|≥R

|u±n |
qγ0t
t−1 dx


t−1
t
 ∫
|x−ỹn|≥R

|u±n |t(q
∗−q)dx


1
t

≤ C5γ
q
0

 ∫
|x−ỹn|≥R

|u±n |q
∗
dx


γ0p
q∗

+C5γ
q
0

 ∫
|x−ỹn|≥R

|u±n |q
∗
dx


γ0q
q∗

+ C5γ
q
0

 ∫
|x−ỹn|≥R

|u±n |q
∗
dx


γ0q
q∗
 ∫
|x−ỹn|≥R

|u±n |
(q∗)2
q dx


1
t

.

Arguing as in (5.0.11) and using (5.0.13) and the interpolation inequality as in (5.0.10) we
have that

‖û±L,n‖
q

Lq∗ (RN )
≤ C6γ

q
0

[
‖u±n ‖

pγ0
Lq∗ (RN/BR(ỹn))

+ 2‖u±n ‖
qγ0
Lq∗ (RN/BR(ỹn))

]
≤ 3C6γ

q
0‖u±n ‖

qγ0
Lq∗ (RN/BR(ỹn))

= C7γ
q
0‖u±n ‖

qγ0
Lq∗ (RN/BR(ỹn))

.
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Observe that

‖u±L,n‖
qγ0
Lq
∗γ0 (RN/BR(ỹn))

=

 ∫
|x−ỹn|≥R

|u±L,n|
q∗γ0dx


q
q∗

≤ ‖û±L,n‖
q

Lq∗ (RN )

≤ C7γ
q
0‖u±n ‖

qγ0
Lq∗ (RN/BR(ỹn))

.

Consequently, applying Fatou’s lemma in the variable L,

‖u±n ‖Lq∗γ0 (RN/BR(ỹn)) ≤ C
1
qγ0
7 γ

1
γ0
0 ‖u±n ‖Lq∗ (RN/BR(ỹn)).

Repeating the arguments from (5.0.15) for γ = γ2
0 , ..., γ

m
0 , with m ∈ N, we deduce that

‖u±n ‖Lq∗γm0 (RN/BR(ỹn))
≤ C

m∑
i=0

1

qγi−1
0

7 γ

m∑
i=0

i−1

γi−1
0

0 ‖u±n ‖Lq∗ (RN/BR(ỹn)).

which implies, once that
m∑
i=0

1
qγi−1

0

<∞ and
m∑
i=0

i−1
γi−1
0

<∞, that

‖u±n ‖L∞(RN/BR(ỹn)) ≤ C7

[
‖u±n ‖

p

Lq∗ (RN/BR(ỹn))
+ ‖u±n ‖

q

Lq∗ (RN/BR(ỹn))

] 1
q
.

Considering the change of variable z = x− ỹn and that vn → v in Wε, then there are R > 0
and n0 ∈ N such that

‖v±n ‖L∞(RN/BR(0)) <
ξ

2
, ∀ n ≥ n0.

Thus the proof is complete.
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Chapter 6

Appendix C

Theorem 6.0.1 (dominated convergence theorem, Lebesgue). Let (fn) be a sequence of
functions in L1 that satisfy

(a) fn(x)→ f(x) a.e on Ω,

(b) there is a function g ∈ L1 such that for all n, |fn(x)| ≤ g(x) a.e on Ω.

Then f ∈ L1 and ‖fn − f‖ → 0.

Proof. See [19].

Theorem 6.0.2 (Fatou’s lemma). Let (fn) be a sequence of functions in L1 that satisfy

(a) for all n, fn ≥ 0 a.e,

(b) sup
n

∫
fn <∞.

For almost all x ∈ Ω we set f(x) = lim inf
n→∞

fn(x) ≤ +∞. Then f ∈ L1 and∫
fdx ≤ lim inf

n→∞

∫
fndx.

Proof. See [19].

Theorem 6.0.3 (Hölder’s inequality). Assume that f ∈ Lp and g ∈ Lp′ with 1 ≤ p ≤ ∞.
Then fg ∈ L1 and ∫

|fg|dx ≤
(∫
|f |pdx

)1/p(∫
|g|p′dx

)1/p′

Proof. See [19].

Theorem 6.0.4. Let (fn) be a sequence in Lp and let f ∈ Lp be such that ‖fn − f‖p → 0.
Then, there exist a subsequence (fnk) and a function h ∈ Lp such that

(a) fnk(x)→ f(x) a.e on Ω,

(b) |fnk(x)| ≤ h(x) ∀ k ∈ N, a.e on Ω.

Proof. See [19].
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Theorem 6.0.5 (Sobolev embedding theorem). 1. Case Ω = RN :

If 1 ≤ p < N then W 1,p(RN ) ↪→ Ls(RN ), ∀s ∈ [p, p∗],

If p = N then W 1,p(RN ) ↪→ Ls(RN ), ∀s ∈ [p, +∞),

If p > N then W 1,p(RN ) ↪→ L∞(RN ).

2. Ω is an with bounded open set of class C1:

If 1 ≤ p < N then W 1,p(Ω) ↪→ Ls(Ω), ∀s ∈ [1, p∗],

If p = N then W 1,p(Ω) ↪→ Ls(Ω), ∀s ∈ [1, +∞),

If p > N then W 1,p(Ω) ↪→ L∞(RN ).

Proof. See [19].

Theorem 6.0.6 (Rellich–Kondrachov). . Suppose that Ω is bounded and of class C1. Then
we have the following compact injections:

If 1 ≤ p < N then W 1,p(Ω) ↪→ Ls(Ω), ∀s ∈ [1, p∗),

If p = N then W 1,p(Ω) ↪→ Ls(Ω), ∀s ∈ [1, +∞),

If p > N then W 1,p(Ω) ↪→ C(Ω).

Proof. See [19].

Definition 6.0.1 (Palais-Smale sequence). We say that a sequence (un) ⊂ V is a Palais-
Smale sequence at level c for ( (PS)c for short) the functional I if

I(un)→ c

and
‖I ′(un)‖ → 0 in (V )′.

Definition 6.0.2 (Palais-Smale condition). If every Palais-Smale sequence of I has a strong
convergent subsequence, then one says that I satisfies the Palais-Smale condition ((PS) for
short).

Theorem 6.0.7 (Mountain pass theorem). Suppose that V is a Banach space and a func-
tional I ∈ C1(V ) that satisfies the condition (PS)c. Assume that

1) I(0) = 0;

2) ∃ ρ > 0, α > 0 : ‖u‖ = ρ⇒ I(u) ≥ α;

3) ∃ e ∈ V : ‖u‖ ≥ ρ and I(e) < 0.

where
c = inf

η∈Γ
max
t∈[0,1]

I(η(t)) > 0

and
Γ := {η ∈ C([0, 1], X) : η(0) = 0, I(η(1)) < 0}.

Then c is a critical value.

Proof. See [14] or [54].
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